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Abstract
The rapid adoption of large language model (LLM) services,
such as ChatGPT and DeepSeek, has created unprecedented
demand for computational resources, particularly on accelerator-
equipped clusters (e.g., GPUs, NPUs). Theseworkloads present
unique challenges due to their highly dynamic traffic pat-
terns and multi-dimensional resource demands, including
power, memory, and computing. Existing GPU cluster man-
agement systems fall short, as they treat accelerators as
monolithic units and allocate resources once at the placement
time, leading to imbalanced utilization of the above three
resource types across the cluster. To address these issues, we
propose redefining the LLM serving cluster management as a
bin-packing problem, where the resource-specific budgets ab-
stract away hardware resources. We introduce Shapeshifter,
the cluster manager that dynamically adjusts the workload
deployments to balance the utilization levels of all three re-
sources in the GPUs across the cluster. Shapeshifter monitors
resource demands of LLM workload, abstracts away hard-
ware resources with multi-dimensional resource budgets and
continuously re-balances resource utilization of LLM work-
load before allocation of hardware resources. ShapeShifter
aims to increase GPU cluster utilization and deployment
density while delivering high-quality LLM inference serv-
ing. Key future research directions include exploring multi-
dimensional model placement, exploring rapid resource re-
balancing mechanisms without service disruption, and effi-
cient scheduler policy design.
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1 Introduction
Emerging LLM services have started to revolutionize the
computing industry. Services, such as ChatGPT [16] and
DeepSeek [5], have amassed hundreds of millions of users.
This massive user base has generated substantial demand
for computing resources. Large language models (LLMs) are
typically deployed on accelerator-equipped clusters (GPUs,
NPUs), which are renowned for their high costs and intensive
resource consumption. Consequently, providing efficient and
reliable services becomes a critical problem.

LLM online serving workloads pose unique challenges for
data center architecture and cluster management. First, a
large fraction of the application is user-facing, exhibiting
highly dynamic traffic [12, 17]. Such a dynamic traffic pat-
tern will lead to corresponding variations in resource usage
for LLM workloads. Second, LLM workloads feature multi-
dimensional resource demands. In addition to conventional
memory and computational resources, a key characteristic
of LLM workloads is their power-intensive nature [18, 24].
This implies that a successful cluster manager must account
for all resource dimensions, including the power supply of
the data center.
Our studies characterize the multi-dimensional resource

usage of LLM workloads, including power, memory, and
computing resources, under highly dynamic, volatile pat-
terns. We reveal that these resources do not strongly cor-
relate with one another. Moreover, we find that any of the
above resources can become a bottleneck depending on the
ever-changing characteristics of traffic.
Designing an efficient LLM-serving cluster management

system is key to satisfying the growing demand for multi-
dimensional resources by maximizing the utilization of avail-
able hardware. Prior work in GPU cluster management falls
short of addressing this need for several reasons. First, exist-
ing systems treat GPUs (and other accelerators) asmonolithic
black boxes [9, 21, 26] and only consider their overall uti-
lization [17, 23], ignoring the multi-dimensional resource
demand of LLM workloads. Second, current systems lack

246

https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://doi.org/10.1145/3721146.3721937
https://doi.org/10.1145/3721146.3721937
https://doi.org/10.1145/3721146.3721937


EuroMLSys ’25, March 30-April 3, 2025, Rotterdam, Netherlands
Ruiqi Lai1 Siyu Cao1 Leqi Li1 Luo Mai2 Dmitrii Ustiugov1

1NTU Singapore 2University of Edinburgh

a mechanism that can dynamically adjust the demands of
specific resource types [24], leading to imbalanced resource
utilization in the cluster.
To address these challenges, we propose to model LLM

online service management as a bin-packing problem. We
abstract the hardware resources within the cluster, such as
GPUs, as fundamental resource allocation units. For instance,
a single GPU provides a certain amount of memory, compu-
tation, and power resources. We then periodically monitor
the multi-dimensional resource demands across the cluster.
By tracking metrics such as token count and request vol-
ume, estimating the current resource requirements becomes
straightforward. The role of our cluster manager is to min-
imize the number of bins (GPUs) needed to satisfy these
demands.

For concrete cluster management operations, we propose
managing workload resource demands instead of managing
cluster resource allocation. We introduce Shapeshifter that
dynamically adjusts the resource demands of LLMworkloads,
by devising resource demands from the LLM workloads, pro-
jecting resource budgets based on the hardware characteris-
tics, and continuous re-evaluation and re-balancing of the
cluster resources utilization.
With Shapeshifter, we open a new perspective on LLM

serving cluster management, which can increase GPU clus-
ter resource utilization, improving deployment density and
overall system performance. First, more research is neces-
sary to find methods for exploring and navigating the multi-
dimensional space of model instance deployment and place-
ment atop of the heterogeneous cluster hardware. Second,
we need to design efficient scheduling and placement poli-
cies able to solve the multi-dimensional bin-packing prob-
lem within the acceptable time ranges. Finally, we will de-
sign novel approaches and mechanisms for continuous re-
balancing of the cluster resources without service downtime.

2 Background
2.1 LLM Inference Workloads
LLM inference processes user requests, where each request
comprises multiple tokens—individual units of text, such
as words, subwords, or characters, that the model uses to
understand and generate responses. LLM inference gener-
ates tokens in an auto-regressive way, which means previ-
ous output tokens will be used as the input to generate the
next token. Generating the first token is defined as the pre-
fill phase while generating subsequent tokens is defined as
the decode phase. Typically, the decode phase dominates a
request’s end-to-end latency. During this procedure, LLM

Figure 1. GPU hardware layout.

inference needs to store the KV-cache to speed up process-
ing, which contains the self-attention results from previous
tokens. KV-cache has a one-to-one correspondence with the
processing tokens, so the memory demand of LLM inference
grows linearly with the processing token number. LLM in-
ference’s compute resource usage scales proportionally with
the current batch size [4].

2.2 Hardware Layout of GPU Cluster
Current LLM inference workloads are deployed on GPU clus-
ters with complicated interconnection topology and possible
heterogeneous configuration.
Fig. 1 shows the typical hardware layout of GPU in the

data center. GPU nodes reside in racks in data centers. Each
node features multiple GPUs. Each GPU provides a complete
set of resources as a unit. Datacenters use power distribution
units (PDU) to power up racks. Although data centers can
adjust the number of PDUs one rack has, modern data centers
prefer to provide power in a uniform distribution. The data
center should provide power to racks roughly similar to all
other racks within the same data center. This indicates that
the power supply to each rack is constant.
With a constant power supply on each rack, datacen-

ters often oversubscribe rack power [3, 6, 19]. In Fig. 1, we
mark those over-subscribed GPU servers in red. The over-
subscription ratio is determined by the ratio of power density
to the power supply.

2.3 Power Oversubscription
The industry trends reveal that the demand for power, mem-
ory and computing continues to grow exponentially [20,
22, 25]. As a result, the power density is increasing dramat-
ically while the data center and rack-level power supply
remain fixed [7, 8, 13]. This growing power density pushes
the providers to over-subscribe the rack power, leading to
the dark-rack effect, resulting in the impossibility of power-
ing up all GPU nodes, or all GPUs, in a rack simultaneously,
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Figure 2. Rack power for different type of servers.

making power one of the key limiting factors for the LLM
inference cluster operation.

Datacenters use power distribution units (PDU) to power
up racks. Although data centers can adjust the number of
PDUs one rack has, modern data centers prefer to provide
power in a uniform distribution. The data center should
provide power to racks roughly similar to all other racks
within the same data center. This indicates that the power
supply to each rack is constant.

The power oversubscription ratio is growing. Fig. 2 shows
the power density of several recent GPU servers and CPU
servers. We use the dashed line to indicate the power supply
of a conventional, non-AI rack [2, 10]. Compared to tra-
ditional CPU servers, recent GPU servers’ power demand
is increasing from year to year. Therefore, we project the
power oversubscription ratio will also grow in response to
this rapidly growing power-demand trend in GPU servers.

2.4 Existing GPU Cluster Manager
GPU cluster manager typically comprises the request router,
load balancer and GPU manager. When requests arrive, the
cluster manager routes them to different GPUs. GPU man-
ager periodically monitors the cluster status and adjusts the
cluster size with GPU allocation, deallocation, and live mi-
gration.

However, existingGPU clustermanagers allocate resources
as an entire GPU, which tightly couples the resources; hence,
compute, memory, and power resources cannot be adjusted
separately, as in CPU schedulers [1]. Prior works typically
focus on one dimension of resources. DynamoLLM [24] is
the state-of-the-art GPU cluster manager that solely focuses
on power consumption. Singularity [23] focuses only on
memory usage. Finally, ServerlessLLM [9] focuses on queue
occupancy but disregards the utilization of individual re-
sources.

Therefore, existing cluster managers lack a holistic ap-
proach that considers all key dimensions, including memory,
computing, and power.

3 Workload Characterization
In the following sections, we will study the correlation of
the utilization profiles of the three key resources in GPU
clusters: computing, memory capacity, and power, with a set
of micro-benchmarks to demonstrate that the system need
to account for all the above resource dimensions.

3.1 Methodology
We develop a load generator that can generate LLM infer-
ence traffic load. The load generator can up-sample or down-
sample the original traces to simulate different traffic load.
In the following experiments, we sweep the traffic load and
send requests to LLM inference engine, after requests get pro-
cessed, we record their end-to-end latency. To normalize the
latency of requests with different lengths, we use slowdown
instead of absolute end-to-end latency in Fig. 5. We calculate
each request’s latency slowdown with the unloaded latency
of the same request. For each request, the unload latency is
calculated on a single GPU of the same type to fairly evaluate
performance degradation under load for requests with short
and long prompts:

Slowdown =
Latencyin a GPU cluster under load
Latencyon a single GPU in isolation

In the following experiments, we use a one-hour trace
from Azure[12], and use vLLM[11] as the inference engine
because it is the state-of-the-art LLM inference engine. We
choose Meta’s Llama3-8B model. In the following experi-
ment, we use A100-40GB GPU if not otherwise stated. The
setup is with a similar memory capacity ratio of the down-
scaled Llama3- 70B (141GB) on an NVIDIA B200 (192GB).

3.2 LLM Resource Demand Correlation
Existing GPU clusters allocate cluster resources at the coarse
granularity of entire GPUs and often monitor the utilization
of a single resource type, e.g., memory [17, 23], comput-
ing [17] and power [24]. Instead, we advocate for a holistic
approach accounting for all resource types. The questions we
ask here are: First, do all resource types in the LLMworkload
strongly correlate? Second, what key resource types should
the GPU cluster manager monitor in the LLM workload? To
answer whether resources of LLM inference correlate with
each other, we measure the compute, memory, and power us-
age when replaying the real LLM inference trace on a single
NVIDIA A100-40GB GPU with Llama3-8B model. We mea-
sure power usage using nvidia-smi using the Power Draw
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Figure 3. Various resources usage over a minute in the trace
(left): The shadowed areas show strong correlation while
others do not. Pearson correlation matrix for an hour-long
trace (right): C, M, P stand for compute, memory, power,
respectively.

counter. We profile GPU memory usage with the KV-cache
usage metric, which is vLLM runtime’s metric that shows
the fraction of the total available memory space in GPU oc-
cupied by the KV-cache. We profile compute usage by mea-
suring a proxy counter: we measure the number of requests
processing concurrently reported by the vLLM runtime in-
stead of directly measuring FLOPs[14, 15] because the latter
approach introduces substantial slowdown.

The left part of Fig. 3 shows the memory, computing, and
power resources usage over one minute taken during the
replay of the full trace for illustration of the trends. The
right part of the figure shows their Pearson correlation ma-
trix collected during the replay of the whole, one-hour-long
trace. Surprisingly, we observe that resources do not cor-
relate strongly in a general case. For example, the three
resources show a high correlation during the first shaded
area (0 to 5 seconds), while at the end of this minute, the
three resources show different trends in the second shaded
area (55 to 60 seconds). The right subplot of Fig. 3 shows
the correlation matrix captured over the entire period of the
one-hour trace replaying. It indicates that power resource
usage does not highly correlate with memory or computing
resource usage. Although memory and computing resources
show a high correlation over the entire one hour, it’s clear
that the correlation does not always hold within shorter pe-
riods. The poor correlation we identified between the three
resources can be attributed to two reasons. First, a single in-
ference comprises tens of GPU kernels with diverse resource
requirements, and each GPU executes tens to hundreds of
requests in batches. The requests can arrive and finish at any
time due to the continuous batching [11], which might cause
resource utilization variability. Second, we also observe that
the vLLM runtime metrics can lag behind request execution

by 0.5-1.5 seconds, the impact of which is difficult to deter-
mine with the existing measurement systems. The obtained
results suggest that the desired GPU cluster control plane
must rely on carefully measuring each of these dimensions
to drive the placement and load balancing optimizations.

Next, we use two micro-benchmarks to showcase that any
of these three resource types can become the bottleneck.

3.3 Memory and Compute as the Bottleneck
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Figure 4. Latency slowdown of requests served in long-
request pool and short-request pools vs. the number of re-
quests in a batch.

LLM inference serving memory resource demand is pro-
portional to the number of tokens, which is the sum of the
input and output length of the served requests, while com-
puting resource demand is proportional to the number of
requests. However, the number of tokens can vary drasti-
cally among different requests and is unpredictable due to
the unpredictability of output token length. As a result, com-
puting and memory resources can become the bottleneck in
different situations. For the long requests with many tokens,
memory resources are likely to run out before computing re-
sources. In contrast, for short requests, computing resources
are more likely to become the bottleneck.
State-of-the-art cluster managers[24] separate requests

by token length, serving long and short requests in distinct
GPU pools to improve energy efficiency through tailored
power configurations. To evaluate this approach, we analyze
a system configured with two GPU pools, following the clas-
sification method of DynamoLLM, where "short" and "long"
requests are defined as the 5𝑡ℎ and 95𝑡ℎ percentile token
lengths in the Azure trace, respectively. Each pool employs
a single A100-40GB GPU.
We measure latency slowdown by sweeping the number

of requests processed in batches for both pools. Fig 4 illus-
trates the latency slowdown versus the number of requests.
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Figure 5. 50𝑡ℎ and 99𝑡ℎ percentile latency slowdown for
requests served under three different configurations. 1. Ideal:
with NVLink but without power capping. 2. The GPUs are
in different racks, hence without NVLink. 3. The GPUs are
in the same rack with power constraints.

For long requests (Fig. 4a), latency increases sharply once
memory capacity is exhausted (marked by the dashed line),
as queuing delays dominate. For short requests (Fig. 4b),
latency increases when compute resources are saturated
(dashed line), reflecting the limited processing throughput.

The results highlight distinct bottlenecks: long requests
are constrained by memory capacity, while short requests
face compute limitations. This imbalance underscores how
LLM inference workloads exhibit divergent resource de-
mands depending on request characteristics. Resource un-
derutilization arises when compute or memory remains idle
due to this mismatch, suggesting opportunities for better
resource coordination.

3.4 Power as the Bottleneck
Existing GPU cluster managers try to allocate GPUs within
a node to leverage intra-node GPU interconnections like
NVLink. However, this layout increases the power density of
GPU servers.We assume that racks are uniformly powered in
datacenters, so increasing the power density of a single rack
will disrupt such uniform power distribution and force the
cluster manager to apply power capping to all the GPUs on
that rack. Another choice is to allocate GPUs across nodes to
decrease the power density of GPU servers, but this triggers
higher communication overhead.

To analyze trade-offs in power-constrained environments,
we model two real-world GPU deployment strategies under
rack power oversubscription and evaluate their performance
via a microbenchmark. First, we simulate co-located deploy-
ments where providers prioritize physical proximity and
NVLink-enabled communication but reduce GPU frequency
to comply with rack power limits. Second, we model scat-
tered deployments where workloads are distributed across

clusters without high-speed interconnects (e.g., NVLink) to
avoid localized power bottlenecks.

We evaluate these scenarios using vLLM on two NVIDIA
A5000 GPUs (chosen for administrative access), replaying
an Azure trace under three configurations. First, we set the
ideal case with full GPU power with NVLink enabled, repre-
senting unconstrained theoretical performance. The second
deployment is scattered deployment: Full GPU power with
NVLink disabled, simulating distributed workloads across
clusters lacking interconnects due to partial rack activation.
The third is co-located deployment: Capped GPU power (via
frequency limits) with NVLink enabled, reflecting power-
constrained but locality-optimized deployments. This setup
quantifies how each strategy contends with distinct bot-
tlenecks—scattered deployments sacrifice communication
efficiency, while co-located deployments trade peak compute
performance for power savings.

Fig. 5 shows the 50𝑡ℎ percentile and 99𝑡ℎ percentile slow-
down under the three conditions. Compared with its the-
oretical performance, full power without NVLink triggers
1.6×99𝑡ℎ percentile latencywhile capped powerwith NVLink
triggers 2.1 × 99𝑡ℎ percentile latency. We show that allocat-
ing GPU in either way can cause a performance degradation
compared to the theoretical performance.

4 ShapeShifter: Multi-Dimensional LLM
Cluster Manager

4.1 Holistic Cluster Resource Accounting
Micro-benchmarks in Sec 3 demonstrate that all the resource
dimensions can become the performance bottleneck in the
real online LLM serving system. Therefore, an efficient clus-
ter manager should not overlook any of them.

We formulate LLM clustermanagement as amulti-dimensional
bin-packing problem to address this challenge. Over a given
time period, our objective is to minimize the number of GPUs
(bins) required to meet the complete resource demands of
the current LLM workload.

To solve the multi-dimensional bin-packing problem, we
first need to estimate all resource demands across multiple
dimensions. We project each GPU as a multi-dimensional
resource bin. We can estimate memory resource demand by
combining the number of processed tokens and model repli-
cas deployed. We can derive the required compute resources
based on the total number of incoming requests. Finally, we
can evaluate the power demand using the aggregate power
consumption readings from all GPUs in the cluster. For ex-
ample, an NVIDIA A100 GPU provides 40GB of memory
resources, computational resources for up to 100 requests
(calculated based on the KV-cache footprint of the model)
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Figure 6. Top subfigure: resource allocation without reshap-
ing. Bottom subfigure: resource allocation with reshaping. M,
C, P stand for memory, compute, power, respectively.

and has 400W budget according to its TDP. By formulating
the problem in this way, we can determine an optimal allo-
cation strategy that minimizes the number of active GPUs
while ensuring that all resource constraints are satisfied.
This approach enables more efficient resource utilization,
reducing energy consumption and operational costs while
maintaining service performance.

However, under such modeling, the number of bins is de-
termined solely by the resource dimension with the largest
demand, i.e., the resource bottleneck. In § 3, we demonstrate
that all resource dimensions can become potential bottle-
necks in a real system and they do not always correlate. If
we allocate GPUs based on the bottlenecked resource type,
other dimensions of resources in allocated GPUwill be under
low utilization.

4.2 ShapeShifter Workload Manager
To solve the bin-packing problem, we propose to manage
the workload deployments rather than GPU assignment to
the models deployed in the cluster, as in the existing cluster
managers [9, 24]. We find that the LLM workload can be con-
ducted in multiple configurations with completely different
resource demands. For example, configurations such as the
parallelism strategy, parallelism levels, load balancing strat-
egy, and GPU power capping settings can all significantly
change the current resource demand in different dimensions.
Therefore, we propose that the cluster manager should aim
to re-balance the workload resource demands across multi-
ple dimensions before making placement decisions. Fig. 6
shows the difference between resource allocation without re-
balancing and with re-balancing. Since the resource demands
of LLM workload are initially unbalanced, with memory re-
source demand greatly surpassing the other two types of
resources, the cluster manager has to allocate two GPUs
to satisfy the memory demands. Such an allocation causes
low utilization of computing and power resources. On the

contrary, Shapeshifter can adjust the LLM deployment con-
figurations before proceeding to allocating resources. After
re-balancing, in this example, the cluster manager only needs
to allocate a single GPU. Such a re-balancing step signifi-
cantly improves resource utilization and reduces the number
of GPUs used to satisfy the resource demands of LLM work-
loads.

4.3 Challenges and Open Questions
Expanding Resource Monitoring and Modeling. While
current modeling focuses onmemory, computing, and power,
other resource dimensions—such as locality, network band-
width, and GPU heterogeneity, need deeper investigation.
Locality (e.g., data placement across GPUs/nodes) impacts
communication overhead, while network bandwidth con-
straints can throttle distributed LLM inference. Heteroge-
neous GPU clusters further complicate resource allocation,
as varying hardware capabilities (e.g., a cluster with both
NVIDIAA100 andH100, and AMDGPUs) require an abstract,
unified model to characterize LLM workloads across all di-
mensions. Future research must define generalized metrics
to quantify these factors and integrate them into the multi-
dimensional bin-packing framework. For instance, modeling
inter-GPU communication costs or dynamically adapting to
heterogeneous hardware profiles could prevent underutiliza-
tion and latency spikes.

ContinuousResourceRe-BalancingMechanismWith-
out ServiceDisruption.Adjustingworkload configurations
to balance resource demands is critical, but existing methods
often require shutting down and restarting LLM instances
disrupting the inference serving service. Rapid traffic fluctu-
ations require a mechanism to reconfigure parallelism strate-
gies, power caps, or load-balancing policies without down-
time. Achieving this necessitates low-overhead state migra-
tion techniques, such as migrating model weights and KV-
cache across GPUs. However, LLMs’ massive memory foot-
prints and stateful inference contexts (e.g., KV-caches) pose
significant technical challenges. Research into lightweight
reconfiguration protocols and live migration frameworks
could bridge this gap, enabling sub-second re-balancing to
match dynamic cluster conditions.
Efficient Scheduler Policy Design. Solving the multi-

dimensional bin-packing problem with reshaping introduces
a new space of scheduling possibilities. Brute-force approaches
are impractical for real-time decision-making, especially as
cluster scales grow. Efficient policies are needed to approx-
imate optimal allocations within milliseconds. Challenges
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include balancing solution quality with computational over-
head and integrating reshaping actions (e.g., adjusting paral-
lelism levels) into the scheduling loop.

5 Related Work
Datacenter clustermanagement. In traditional CPU-centric
workload management, finer-grained resource scheduling
is becoming an emerging trend in cluster management. For
example, Borg [26] introduced the idea of assigning different
memory and compute resources to different tasks at an early
stage, with a unified cluster manager responsible for resource
allocation. More recent works, such as Quicksand [21], have
attempted to achieve even finer-grained resource scheduling.
They designed new user interaction models that decompose
a function into smaller fungible functions, which are then
executed by proclets—a fundamental resource scheduling
unit capable of migrating within milliseconds—to improve
cluster resource utilization.

However, these works still treat GPU resources as mono-
lithic scheduling units, lacking finer-grained, multidimen-
sional resource isolation. Simply applying traditional CPU
cluster optimization strategies to GPU clusters is also chal-
lenging. Unlike CPUs, which have well-established mech-
anisms for compute and memory isolation, GPUs still lack
mature virtualization solutions for effective resource isola-
tion at the hardware level.
GPU cluster management. For GPU cluster manage-

ment, there is currently no unified resource scheduling frame-
work. Most existing works focus on a single dimension of
resource allocation while neglecting the multidimensional
resource demands of large language models (LLMs). For ex-
ample, DynamoLLM [24] focuses on the power consumption
of LLMworkload, proposing separate GPU pools for different
types of requests. Splitwise [17] focuses on the memory and
computing demands of the prefill and decode phase in LLM
inference and proposes splitting GPU pools solely for the pre-
fill phase and the decode phase. ServerlessLLM [9] focuses on
optimizing the cold start latency of an LLM inference system
with scalability. However, it performs auto-scaling based on
queuemetrics, dismissing GPU hardware-relatedmetrics like
memory and compute utilization. Singularity [23] proposes
by mechanism including preemption, live-migration, check-
point saving and restoring to separate DNN workloads from
hardware deployments. However, their method focuses on
traditional DNN workloads, and will trigger large overhead
when dealing with LLM workloads, also, they only focus on
the utilization of GPU memory resources. Existing works on
GPU cluster management for LLM inference consider only
partial resource dimensions, leading to the underutilization

of certain resources. These approaches fail to optimize over-
all resource efficiency without a unified scheduling frame-
work that accounts for the multidimensional demands of
LLM workloads.

6 Conclusion
In conclusion,managing LLM serving clusters presents unique
challenges due to dynamic traffic patterns andmulti-dimensional
resource demands encompassing computing, memory, and
power. Existing GPU cluster management systems fall short
by treating accelerators as monolithic units and lacking dy-
namic adjustment mechanisms, leading to imbalanced re-
source utilization. We propose Shapeshifter, a cluster man-
ager that addresses these issues by modeling LLM service
management as a bin-packing problem, abstracting hardware
resources, and dynamically adjusting workload deployments
to balance resource utilization.
Shapeshifter offers a novel perspective on LLM serving

cluster management, aiming to increase GPU cluster re-
source utilization, decrease its operational and embodied
carbon footprint, and enhance the sustainability of LLM
serving systems. Future research directions include explor-
ing multi-dimensional model placement, developing rapid
resource re-balancing mechanisms, and efficient scheduler
policy design.
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