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ABSTRACT

The growing computational demands of modern applications
call for resource management strategies that effectively uti-
lize the strengths of both cloud and edge computing. Deep
Reinforcement Learning (DRL) has shown great promise
in addressing these challenges, offering advanced decision-
making capabilities that optimize resource allocation and
system performance. However, deploying DRL agents in
cloud-edge continuum infrastructures remains a significant
challenge due to their dependence on infrastructure-specific
state-action representations. This paper presents a novel
architectural framework for DRL agents that incorporates
feature extraction and adaptation mechanisms to enable
their seamless operation across diverse environments. By
transforming state features into an infrastructure-agnostic
representation, our approach reduces the need for exten-
sive retraining when system configurations change. Exper-
imental results show that our method outperforms both a
heuristic method and a DRL baseline algorithm while achiev-
ing faster convergence when infrastructure and workloads
change. This work is an important step forward in develop-
ing transferable and adaptable DRL solutions for real-world
cloud-edge resource management challenges.
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1 INTRODUCTION

Motivation. Cloud computing has revolutionized the way
computing resources are provisioned, offering centralized,
on-demand access to storage, processing power, and applica-
tions. This paradigm enables flexible, scalable, and collabora-
tive service deployment, making it a cornerstone of modern
computing infrastructures [29]. However, the rapid prolifera-
tion of Internet of Things devices and the resulting explosion
of data streams have exposed the limitations of centralized
cloud infrastructures, which increasingly struggle to handle
the computational load [1]. Edge computing addresses these
challenges by distributing processing and storage closer
to data sources, reducing latency and bandwidth demands
for real-time applications [31]. Despite its advantages, edge
computing often faces constraints in computational power,
which caused the emergence of the cloud-edge continuum.
This is a hybrid model that combines the strengths of both
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paradigms. The cloud-edge continuum combines robust, scal-
able resource management with local, real-time processing,
making it particularly suited for applications in smart cities,
healthcare, and other domains where both centralized con-
trol and fast responsiveness are essential [30]. Job placement
in cloud-edge continuum environments is a critical and re-
curring challenge, as continuous fluctuations in workload,
resource availability, and network conditions demand re-
peated, optimized decisions to maintain high service quality
and efficient resource utilization [29, 31]. Moreover, while
simple heuristics or rule-based approaches may offer an ini-
tial solution, they are generally inadequate for these complex
systems because they cannot dynamically capture and adapt
to the rapidly changing operational conditions inherent in
heterogeneous cloud-edge infrastructures [2, 30].

The inherent complexity and heterogeneity of the cloud-
edge continuum have motivated the integration of machine
learning techniques to optimize decision-making. Among
these, Reinforcement Learning (RL), and more specifically,
Deep Reinforcement Learning (DRL) has proven particularly
effective for managing dynamic, non-periodic user patterns
and making long-term, strategic decisions in such environ-
ments [8, 21, 28, 43, 45]. Various DRL paradigms, including hi-
erarchical [21], multi-agent [47], and multi-objective RL [14,
17], have been explored to improve scalability and adapt-
ability. Moreover, recent advances in meta-learning [9] and
continual reinforcement learning [16] have demonstrated
promising approaches for reusing and retaining knowledge,
enabling the development of more generalizable DRL agents
in real-world scenarios [26]. These frameworks expose DRL
models to a wide range of variances during training, pro-
moting better generalization to new tasks while applying
previously acquired knowledge without suffering from cata-
strophic forgetting [18, 25].

State of the art. These approaches mainly address variabil-
ity in workload distributions, ensuring robust performance
across different data inputs. While adapting to input distri-
butions is crucial for mitigating model degradation due to
domain shift and concept drift [20, 22], DRL solutions in real-
world scenarios face an even more pressing challenge: the
tight coupling between the state-action space of an agent and
the specific environment in which it is trained [23, 38, 40, 42].
When the underlying infrastructure changes due to hardware
upgrades, network reconfigurations, or resource allocation
adjustments, the state-action space may also change, render-
ing the agent unable to interact with the environment.

This issue, known as state-action dimension mismatch [42],
is a fundamental problem in cross-domain transfer and do-
main adaptation. It requires redesigning and retraining agents
from scratch whenever the infrastructure changes, a prohib-
itively expensive process in terms of time and resources.
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Recent works have focused on transferring knowledge
across tasks with mismatched state-action spaces. For ex-
ample, [7, 38] propose methods that learn compact latent
representations— via autoencoders or mutual information
objectives—to disentangle task-specific details from gener-
alizable features. Similarly, [32, 42] construct embedding
spaces for policy transfer across domains. While these meth-
ods have shown promise in structured environments such as
robotics (e.g., MuJoCo [36] locomotion tasks), they rely on
well-defined state-action representations. It is important to
note that although dynamic conditions—including fluctuat-
ing constraints and communication delays—are also present
in robotics, the nature and scale of these challenges in cloud-
edge infrastructures are fundamentally different. In robot-
ics, environmental variations typically stem from controlled
physical interactions and predictable task dynamics, whereas
cloud-edge systems must contend with highly volatile re-
source availability, heterogeneous hardware configurations,
and complex, multi-hop network topologies. Consequently,
while cross-domain RL approaches from robotics provide
valuable insights, they do not fully address the unique state-
action mismatches and the extensive variability inherent in
cloud-edge resource management.

Other works in cross-domain RL have explored policy rep-
resentation and transfer in more heterogeneous settings. For
example, [15, 44] propose techniques for adapting policies
across domains, while [6, 42] extend these ideas by integrat-
ing learned state abstractions and knowledge transfer mecha-
nisms. However, these methods often assume that source and
target tasks share some underlying structure or similarity,
which may not hold in practical scenarios like cloud-edge
resource management. Additionally, while disentangled rep-
resentation learning [13, 39] and autoencoder-based state
representation learning [5, 19, 41], have been proposed to
capture domain-invariant features, they primarily focus on
robotics or simulation settings. These approaches do not
address the unique challenges of cloud-edge infrastructures,
such as fluctuating resource constraints, dynamic network
topologies, and hardware heterogeneity, which significantly
impact RL adaptation.

Some works have explored transfer learning in the con-
text of cloud-edge environments but do not address state-
action mismatches caused by infrastructure changes. For
example, [46] proposes a framework for cloud-edge collab-
orative DRL, focusing on knowledge distillation between
heterogeneous agents. Similarly, [33] introduces a transfer
RL framework for adaptive task offloading, using domain
adaptation to align heterogeneous characteristics of mobile
devices. Finally, [35] proposes a hybrid cloud-edge control
strategy using transfer DRL, relying on fine-tuning and do-
main adaptation networks. While these methods improve
convergence and adaptability, they assume that state-action
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spaces remain consistent across tasks, limiting their applica-
bility when infrastructure changes.

This challenge is particularly acute in modern cloud-edge
computing infrastructures, which are highly dynamic and
heterogeneous. Variations in datacenter configurations driven
by differences in hardware, network topologies, and resource
allocation policies are common, as are changes caused by
equipment upgrades or failures. These variations pose sig-
nificant challenges for DRL agents, as those trained on one
infrastructure often struggle to generalize to others, or may
become entirely incompatible. Without mechanisms for effi-
cient adaptation, DRL approaches that do not handle cross-
domain transfers and state-action space mismatches become
obsolete, requiring new state-action space designs and re-
training from scratch with every system change.

Contributions. To address the challenge of state-action

dimension mismatch, we propose a novel framework that

decouples DRL agents from domain-specific features, en-
abling them to operate effectively across diverse cloud-edge

environments. Our approach employs state abstraction tech-
niques to create a unified, fixed-dimension, and infrastructure-
invariant representation of the state space. The discrete state

features are mapped into fixed-size embeddings that capture

underlying relationships in a dense, continuous space. Then,

the continuous and discrete features are passed through two

distinct two-layer MLP networks and then concatenated and

passed through an adaptive residual layer, which further

enhances generalization and adaptation during transfers.
This transformation abstracts infrastructure-specific details,

enabling effective knowledge transfer across different cloud-
edge environments without the need for agent redesign.

Our work is orthogonal to meta-learning and continual
learning approaches. Once the agent is made compatible
with multiple infrastructures, our framework can be com-
bined with meta-learning or continual learning techniques to
further enhance adaptability to changes in input workloads.
This integration would create DRL agents capable of gener-
alizing not only to changes in the underlying infrastructure
but also to variations in input distributions.

This work bridges the gap between DRL models and their
practical deployment in dynamic, heterogeneous cloud-edge
systems. Our contributions can be summarized as follows:
1) We formulate the job placement problem in multi-datacenter
infrastructures as an RL task and propose a state-action space
and reward design for multi-datacenter cloud-edge resource
management, enabling seamless cross-domain transfer and
adaptation across environments with varying scales.

2) We integrate a custom feature extractor into the internal
architecture of the DRL agent, using state abstraction and
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adaptation techniques to decouple the agent from infrastructure-

specific details. This approach enables rapid adaptation to
infrastructure changes.

3) We develop a framework for job-to-datacenter placement
and evaluate it through extensive simulations. We compare
it against a heuristic and a baseline DRL approach, demon-
strating significant improvements in terms of total reward
and convergence speed.

To the best of our knowledge, no prior work addresses the
challenge of state-action dimension mismatch in the cloud-
edge continuum environments for resource management
tasks. Existing methods are either highly theoretical and im-
practical for real-world deployment or tailored to specific
domains like robotics or games. This challenge is particularly
critical in cloud-edge environments, where infrastructure
changes are common. Our work fills this gap by proposing
a transfer learning framework that uses state abstraction to
create an infrastructure-invariant representation, enabling
seamless policy transfer across diverse environments. By de-
coupling the agent from domain-specific features, our frame-
work minimizes the need for extensive retraining, ensuring
robust performance across varying system configurations.

2 BACKGROUND

RL. The RL paradigm includes an agent and an environment.
The agent observes the state s of the environment, interacts
with it by taking actions a based on a learned behavior, for-
mally called a policy, and receives feedback in the form of a
reward signal r. Each action affects the environment, causing
a transition to a new state. These interactions occur over dis-
crete time steps t, which together form an episode. The goal
of the agent is to maximize its cumulative episodic reward by
discovering an optimal policy. RL has been widely applied in
robotics, game playing, and autonomous decision-making,
where sequential decision processes are crucial.

DRL. DRL extends standard RL by incorporating deep neu-
ral networks as function approximators to learn complex
policies, enabling agents to handle large, high-dimensional
state-action spaces found in modern systems. However, this
comes at a cost, as training deep networks requires substan-
tial computational resources, extensive environment inter-
action, and often suffers from instability during learning.
The challenge of sample inefficiency arises, where an agent
may require a large number of interactions to converge to
an effective policy. Additionally, a fundamental aspect of
RL is the exploration-exploitation tradeoff, where an agent
must balance between exploring new actions to discover
better strategies and exploiting known actions to maximize
rewards. Poor exploration can lead to suboptimal policies,
excessive training times, or convergence to local optima.
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Actor-Critic Algorithms. These algorithms consist of two
components: the actor, which determines the agent’s actions,
and the critic, which evaluates the quality of those actions
by providing feedback. This is achieved using two separate
neural networks—one for each component. The state serves
as input to both the actor and the critic. The policy network
(actor) maps states to a probability distribution over possi-
ble actions. It is responsible for decision-making, selecting
actions based on learned policies that maximize expected
rewards. The policy is continuously refined using feedback
from the critic, allowing the agent to explore and exploit
effectively. The value network (critic) estimates a scalar state
value, which represents the expected cumulative reward from
a given state. It evaluates the agent’s performance and com-
putes the advantage, defined as the difference between the
predicted state value and the actual received reward. This
advantage function helps guide policy updates, improving
decision-making over time. By training both networks simul-
taneously, actor-critic algorithms enable more stable learn-
ing, balancing long-term planning with immediate reward
feedback, making them effective for complex reinforcement
learning tasks.

Proximal Policy Optimization (PPO). PPO is a widely
used actor-critic algorithm that optimizes the policy using
a clipped surrogate objective, which prevents excessively
large updates that could destabilize training. By constrain-
ing policy updates, PPO ensures a more stable learning pro-
cess while effectively balancing exploration and exploitation.
These properties make PPO well-suited for complex DRL
tasks that require reliable performance and sample efficiency.

Transfer RL & Cross-Domain Transfer. Transfer RL lever-
ages pretrained agent knowledge from a source task to a
target task to reduce the required interactions, significantly
accelerating convergence and improving sample efficiency.
In cross-domain transfers, the source task that the agent
initially trained on and the target task that the agent is later
deployed on have different state-action spaces. The key chal-
lenge in cross-domain transfer is enabling the agent to effec-
tively reuse knowledge from tasks that do not share identical
state-action representations, moving beyond conventional
transfer learning that assumes a common structure. Various
approaches in the literature aim to bridge this gap, facilitat-
ing knowledge transfer across environments with different
state-action spaces.

State Abstraction and Dimensionality Reduction. In
reinforcement learning, the state space often contains high-
dimensional, redundant, or irrelevant information that can
hinder learning and generalization. State abstraction and di-
mensionality reduction techniques address this challenge by
transforming raw state features into a fixed, low-dimensional,
and unified representation that captures the essential aspects
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of the environment. This abstraction process is critical for
enabling domain-invariant and environment-agnostic repre-
sentations, which allow agents to transfer knowledge across
environments with different state-action dimensionalities.
By decoupling the agent’s policy from environment-specific
details, state abstraction ensures that the agent can inter-
act with and adapt to new environments efficiently, even
when the underlying infrastructure or task configuration
changes. For example, in cloud-edge resource management,
where infrastructure configurations vary widely, a unified
representation of resource states (e.g., CPU usage, memory
availability) enables the agent to generalize across differ-
ent datacenters without requiring extensive retraining. This
approach not only improves sample efficiency but also en-
hances the agent’s ability to handle dynamic and heteroge-
neous environments, making it a cornerstone of effective
cross-domain transfer learning.

Embeddings in Policy Networks of DRL Agents. Em-
beddings (first introduced in [4], popularized in [24]) are
low-dimensional representations of high-dimensional data that
capture essential features while preserving meaningful rela-
tionships. They replace raw one-hot or categorical encodings
by mapping discrete variables into continuous vector spaces,
allowing models to generalize more effectively. In DRL, em-
beddings play a crucial role in policy networks by enabling
agents to efficiently process large and complex state-action
spaces. By learning compact, transferable representations,
embeddings facilitate cross-domain policy adaptation, ensur-
ing smoother transfer learning and better alignment of state-
action spaces in heterogeneous environments. This ability to
encode meaningful feature relationships is especially valu-
able in dynamic systems where traditional representations
struggle to adapt efficiently.

Residual Connections in Policy Networks of DRL Agents.
Residual connections in neural networks, introduced in [12],
enable deeper architectures by allowing gradients to flow
more effectively through layers, mitigating vanishing gra-
dient issues. In DRL, residual connections in the policy net-
work facilitate smoother policy updates by preserving use-
ful representations while enabling adaptation to new tasks.
For transfer learning, residual connections help retain pre-
viously learned knowledge while integrating new informa-
tion, preventing catastrophic forgetting. When adapting to
new policies across different environments, residual layers
allow for incremental modifications to the policy, ensuring
stability while enabling flexibility in handling state-action
mismatches during cross-domain transfers.
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Figure 1: A multi-datacenter infrastructure consisting of one
cloud, one edge, and two far-edge datacenters (Env B).

3 PROBLEM FORMULATION & SOLUTION

System Model. We consider a hierarchical infrastructure
composed of n datacenters, as illustrated in Figure 1. Datacen-
ters are classified into three types: cloud, edge, and far-edge.
For instance, far-edge (on-premise) datacenters may be lo-
cated at two different universities in Dublin (e.g., UCD and
DCU), an edge datacenter elsewhere in Dublin, and a cloud
datacenter in Rotterdam. Each datacenter consists of multiple
hosts. In our scenario, all datacenters are interconnected ex-
cept for the two far-edge datacenters, which remain isolated
from one another.

Cloud datacenters typically offer a larger number of hosts
with more powerful machines, whereas edge and far-edge
datacenters have fewer and less capable hosts but are acces-
sible with a lower latency since they are closer to the users.
Although each datacenter maintains its own job queue, we
preprocess these individual queues to create an aggregated
view that forms part of the RL agent’s state space.

In our model, jobs arrive exclusively at far-edge locations
and may be placed in the same far-edge datacenter, in an
edge datacenter connected to it, or, as a last resort, in a
cloud datacenter. Notably, jobs arriving at a particular far-
edge (e.g., UCD) cannot be deployed to another far-edge (e.g.,
DCU). Each job is characterized by its CPU core requirements,
execution length, arrival location (corresponding to one of
the datacenters), a soft deadline, and a latency tolerance
classified as tolerant, moderate, or critical.

The soft deadline defines a preferred timeframe for job
placement, whereas the latency tolerance determines how
far from its arrival location the job can be placed without sig-
nificant degradation (e.g., closer at the far-edge, at the edge,
or further away in the cloud). Consequently, job placement
directly impacts QoS, as jobs processed farther from their
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Datacenter Job Latency

Type Tolerance Qo§
Far-Edge Tolerant 1.0
Edge Tolerant 1.0
Cloud Tolerant 1.0
Far-Edge Moderate 1.0
Edge Moderate 1.0
Cloud Moderate 0.0
Far-edge Critical 1.0
Edge Critical 0.5
Cloud Critical 0.0

Table 1: Job QoS achieved based on datacenter type and job
latency tolerance.

arrival location experience higher communication delays
(e.g., longer round-trip times). To clarify how these parame-
ters impact service quality, Table 1 summarizes the expected
quality-of-service (QoS) for each combination of datacenter
type and job latency tolerance. The soft deadline represents
the maximum allowable waiting time before placement. If
the deadline is exceeded, the job is still executed, but this out-
come is considered suboptimal as it results in a degradation
of the job’s QoS.

In our RL setup, each episode is defined by a fixed work-
load size. Specifically, we introduce a predefined number of
jobs (e.g., 50) into the system. The episode terminates once
all these jobs have been successfully executed, after which
the simulation resets, and the experiment is repeated.

The primary objective of our DRL agent is to serve as a
broker that maps incoming jobs to suitable datacenters for
execution. The job-to-host assignment within a datacenter
is determined by a heuristic that allocates the job to the host
with the maximum available resources. Furthermore, jobs
are executed within virtual machines (VMs). We assume that
each host has an always-on VM that is available provided
sufficient resources exist. The agent has full visibility of
all datacenters and the current job queue. This visibility is
based on a lightweight state representation, where each host
is described by three numerical values and each job in the
queue by four numerical values (see Figure 2). The agent
does not have insight into future job arrivals.

The agent operates in a slotted manner (with one slot
corresponding to one second). It receives the current infras-
tructure and job queue states at each slot and returns an
action vector. When no jobs are pending, all actions default
to no-ops. Since the number of arriving jobs is variable, we
define a maximum queue length to accommodate fluctua-
tions in workload. We need to set a maximum job queue
length to define the agent’s action space, which corresponds
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Figure 2: The DRL agent takes the concatenated states as
input, selects an action, and receives a reward based on the
environment’s job placement response. This loop repeats
until the episode ends.

to placement decisions for each job. This fixed limit is essen-
tial for the DRL agent’s architecture, as it affects the output
layer size of the neural network. The queue does not need
to reach this maximum; if fewer jobs are present, slots are
filled with zeros.

State Space. The state space consists of two subspaces. The
first represents the infrastructure load, where each host
in a datacenter is described by the tuple (DCiy, DCtype,
Hostfreecores)- Here, DCig uniquely identifies a datacenter,
DC;ype indicates whether it is cloud, edge, or far-edge, and
Hostfreecores indicate the number of available cores at the this
slot. This subspace informs the agent about the currently
available computing resources. The second subspace cap-
tures the job queue, with each job represented by the tuple
(cores, location, tolerance, deadline). The overall state at
each timestep is formed by concatenating the infrastructure
state with the job queue information, as depicted in Figure 2.

Action Space. The agent’s action is expressed as a vector
whose length equals the maximum number of jobs that can
be queued. Each element of this vector specifies the data-
center (via its id) to which the corresponding job should be
assigned. To handle DRL agent transfers across infrastruc-
tures with different numbers of datacenters, the action vector
is defined based on a user-specified maximum number of
datacenters. If an action is infeasible—such as assigning a
job to a datacenter with insufficient free resources or a non-
existent datacenter—the environment treats that action as a
no-op. Similarly, if the agent issues an action for a job that
is not present (due to variable queue lengths), it is ignored.

Reward Function. Our reward function integrates multiple
components to balance system performance metrics. First,
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to encourage prompt job placement and prevent queue con-
gestion, we define a placement reward,
_ jobsPlaced
P jobsWaiting
Second, to account for QoS based on the datacenter type and
the job’s latency tolerance, we incorporate a QoS reward,
R, = 25
7" jobsPlaced’
with quality values as detailed in Table 1. Third, to penalize
deadline violations, we compute a deadline violation ratio,

deadlineViolationsCount

d =

jobsWaiting
The overall reward is given by
R=cyRy +cqRy — caRy,

where ¢, ¢4, and cq are coefficients (with 0 < ¢j, cg,cq < 1
and ¢, + ¢4 + cq = 1) that adjust the relative importance of
each component.

Policy Network Architecture. With increasing system
complexity, designing DRL solutions often leads to incorpo-
rating ever more features into the state space in an effort to
capture every nuance of the infrastructure. However, this
expansion has two major drawbacks. First, it slows training
and convergence due to the curse of dimensionality phenom-
enon [3]. Second, it tightly couples the agent to a specific
infrastructure, forcing a complete redesign of the state space,
action space, and reward function when transitioning to
a new environment—even when the underlying tasks are
conceptually similar. Although feature importance analysis
helps identify which features contribute positively, these
methods remain time-consuming and do not fully decouple
the agent from environment-specific details. Moreover, new
infrastructures may introduce additional features, and those
previously considered important might change, further ex-
acerbating the state dimension mismatch issue inherent in
cross-domain transfers.

To address these challenges, we adopt a more efficient tech-
nique based on state abstraction. Our DRL agent incorporates
a custom feature extractor within its policy network that
transforms the raw state into a compressed, fixed-dimension
latent representation as shown in Figure 3. This unified latent
representation is infrastructure-agnostic, enabling the agent
not only to learn effectively in a single environment but also
to retain and transfer knowledge to similar environments.

The state abstraction process operates as follows. First,
all features in the raw observation are padded with zeros
up to their maximum user-defined values. Within the policy
network, continuous and categorical features are processed
separately. Categorical features, typically represented via
one-hot encoding, are passed through an embedding layer to
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Figure 3: DRL agent architecture for handling state-action
mismatches in transfers between different environments.

compactly capture their underlying relationships. Each fea-
ture, whether continuous or categorical, is then processed by
its own dedicated MLP with an identical architecture. These
MLPs use ReLU activation functions and dropout for regu-
larization. Their outputs are then concatenated and passed
through an adaptation layer—implemented as a residual con-
nection—before action selection. This layer allows the agent
to preserve previously learned knowledge while adapting to
new information, mitigating catastrophic forgetting. By con-
verting raw observations into a unified, domain-invariant
representation, the agent can transfer knowledge across di-
verse cloud-edge environments without requiring extensive
retraining. Finally, all neural network weights are initial-
ized using Xavier initialization [11], with biases set to zero,
ensuring efficient learning and stable convergence.

4 PERFORMANCE EVALUATION

Experimental Setup. We evaluate our approach using the
CloudSim Plus simulator [34], and a custom DRL environ-
ment built on the Gymnasium API [37]. To bridge the Java-
based CloudSim Plus with Python DRL agents, we used the
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Py4] gateway [10], adding the functionality to dynamically
support job-to-datacenter placement decisions.

For the calculation of rewards, we assign equal weights
to placement, quality of service, and deadline compliance
metrics (coefficients ¢, = ¢; = ¢4 = 0.33). The experiments
used the PPO algorithm from the stable-baselines3 (SB3)
library [27], with two variants: (i) the baseline PPO-Base
(vanilla SB3 implementation), and (ii) our extended PPO-X,
which integrates a custom feature extractor (see Figure 3)
to enhance adaptability to infrastructure changes. Training
was conducted on NVIDIA RTX 4080/4090 GPUs with Intel
17-14700KF/19-14900KF CPUs over 600k timesteps (about 5
to 7 hours per run), with a simulation timestep of 1 second.
Each experiment was repeated using five different random
seeds, with the final results averaged across these runs.

Test Scenarios. We compared our PPO-X algorithm against
two baselines, a heuristic and a vanilla DRL algorithm:

(1) Heuristic: Prioritizes jobs according to their deadline
and criticality, placing them in the closest available datacen-
ter. To enhance its effectiveness, we intentionally designed
it to allow multiple placement attempts per job, unlike DRL
agents, which make a single decision per step. This gives
the heuristic an advantage, as repeated placement attempts
increase the chances of finding available resources.

(2) PPO-Base: The vanilla PPO provided by the SB3 library.

Note that observations are always zero-padded before be-
ing passed to the agent, ensuring a consistent state dimension
and allowing even the vanilla PPO algorithm to handle them
without mismatches.

The algorithms were trained in the topology of Figure 1.
We created two additional environments for transfer learning
experiments. The environment A removes the cloud datacen-
ter from B to test the adaptability of the agent to a reduced
infrastructure. The environment C extends B with two new
datacenters: an edge datacenter in Copenhagen and a far-
edge datacenter at the AAU CPH university, both connected
to the Rotterman cloud datacenter. The jobs in C arrive at
three far-edge locations instead of two in B, and the job trace
is different, with unseen job descriptions. The datacenter
characteristics are as follows: 16 hosts with 64 CPU cores
each for the cloud datacenter; 8 hosts with 16 CPU cores
each for the edge datacenters; 2-3 hosts with 6 CPU cores
each for the far-edge datacenters. All cores have the same
processing speed. Synthetic datasets were generated with
job durations uniformly distributed between 3 — 5 seconds,
requested CPU cores ranging from 1 to 20, soft deadlines
between 0 — 5 seconds, and arrival rate of 1 — 4 jobs per
timestep, totaling 50 jobs per episode.

Observations. In Figure 4, we see that the converged re-
wards of both PPO variants (at 600k steps) exceed the heuris-
tic’s performance in all three environments. We also observe
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Figure 5: Performance metrics: our method vs. baselines.

that during training, our PPO extension consistently outper-
forms the standard PPO algorithm (Figure 4a). However, it is
important to note that our extension is not always necessary
and may converge more slowly than the simpler version of
PPO (Figure 4b). For example, in environments such as A,
where the state-action space is relatively small and the opti-
mal solution is easier to identify, our extension may not pro-
vide significant benefits. Due to the larger model size, adap-
tation can be slower as more parameters need to be updated.
In such cases, it is crucial to evaluate whether the added
complexity of our extension justifies its use over the sim-
pler PPO version. At the same time, in Figure 5, we see how
total rewards translate into practical system performance.
Specifically, the jobs placed and QoS latency ratios should
be maximized, while the deadlines violated ratio should be
minimized. We observe that the performance metrics in en-
vironment A are actually worse compared to environment B,
which may seem counterintuitive given that environment
A is less complex and thus presumably easier to solve. The
reason for the bad performance is that while environment A
has a much smaller state-action space, making it computa-
tionally simpler to solve, it also has far fewer hosts available.
As a result, the workload pattern becomes highly stressful,
leading to worse job placement and deadline violation ratios
compared to the environment B, which is more resource rich.

The advantage of our extension is evident in Figure 4c,
where the environment presents greater challenges com-
pared to what the agent encountered during training. To
better understand the impact of workload variability, we
designed a test with a different workload trace, evaluating
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how both PPO architectures respond to sudden and critical
changes. As shown in Figure 4c, our extension not only con-
verges to a superior overall solution, but also exhibits greater
stability, especially in the second half of the run, whereas the
PPO-base algorithm remains highly unstable, as indicated
by the shaded regions representing variability across differ-
ent seeds. This stability suggests that PPO-X is better suited
for environments where conditions fluctuate significantly,
making it a more robust choice.

5 CONCLUSIONS & FUTURE WORK

We present a novel approach to enhance the adaptability
and transferability of DRL agents in dynamic cloud-edge
environments. Our architecture minimizes infrastructure-
specific dependencies, enabling cross-domain transfers. By
learning infrastructure-agnostic state representations, DRL
agents can generalize effectively despite resource availabil-
ity or workload pattern changes. This reduces the need for
extensive retraining, simplifying real-world deployment.
Moving forward, we aim to evaluate our approach in real-
world cloud infrastructures, focusing on performance, cost
efficiency, and energy savings. A key goal is quantifying the
benefits of reusing agent knowledge across different infras-
tructures. We also plan to explore multi-agent and hierarchi-
cal RL, where specialized agents manage datacenter selection,
host allocation, VM scaling, and job migration, enabling scal-
able, decentralized decision-making. To enhance resilience,
we will investigate drift detection and adaptation by intro-
ducing host failures or workload surges and ensuring agents
can detect and quickly respond to drift. Additionally, online
learning and adaptive reward shaping will refine policies in
real time, improving stability and convergence. Another di-
rection is integrating uncertainty-aware RL and contrastive
learning to improve decision-making in unpredictable envi-
ronments. Continual and meta-learning could enhance long-
term adaptability while preventing catastrophic forgetting.
Finally, using graph neural networks in the policy network
could better capture relationships between cloud-edge re-
sources, improving robustness in large-scale deployments.
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