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Abstract
Today’s cloud-hosted applications and services are complex
systems, and a performance or functional instability can have
dozens or hundreds of potential root causes. Our hypothe-
sis is that by combining the pattern matching capabilities
of modern AI tools with a natural multi-modal RAG LLM
interface, problem identification and resolution can be sim-
plified. ARCA is a new multi-modal RAG LLM system that
targets this domain. Step-wise evaluations show that ARCA
outperforms state-of-the-art alternatives.

CCS Concepts: • Software and its engineering→ System
administration; • Information systems → Information
retrieval; • Computing methodologies → Knowledge
representation and reasoning.
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1 Introduction
Incident response in complex systems entails 4 steps. (1)
Detection, which includes the detection or prediction of an
impending problem; (2) Triage: categorizing severity and
assigning the task to a Site Reliability Engineering (SRE)
team; (3) Diagnosis: collecting more data and pinpointing the
root cause; (4) Mitigation: Formulating and carrying out a
response and disabling any extra instrumentation that was
activated.
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Decades of work has given us a remarkable range of AI-
assisted IT-Operation (AI-Ops) tools covering each step, such
as prediction-based anomaly alarming, classification-based
internal support ticket assigning tool for triaging, root-cause
analysis tools using language models for summarization and
many more. These AI tools work on a variety of data modali-
ties, including user-provided bug reports in natural language,
system logs in a semi-structured language and numerical
performance metrics.

Our work takes the next step by offering an AI-Ops solu-
tion that can carry out cross-modality reasoning. The task is
challenging for several reasons: multi-modal language mod-
els are still in an a very early stage, and there is a lack of
a significant lack of high-quality training data sets for our
setting. To the extent that one can identify public data sets
for AI-Ops and IT-Ops they generally offer just a single data
mode, as is the case for the two most widely cited sets, HPC4
[15], COM2 [18]. But this issue is also seen with less widely
used data sets.

Even if we limit ourselves to a single data mode, existing
AI-Ops solutions turn out to have limitations (such as weak
support for events characterized by evolution of a problem
over time, and hence recognizable only from a series of log
records), and also struggle to adapt to changes in their oper-
ating environment. If the underlying data distribution shifts,
for example after a hardware upgrade, the performance of
threshold-based incident detection tool is often found to de-
grade. Upgrades often result in logging new information,
yet small modifications in the log formatting can defeat log
analytics implemented with regular expressions. As a result,
users of today’s solutions complain about frequent forced
code changes and the need for periodic model retraining.
Beyond these technical limitations, today’s AI-Ops tools

are often proprietary and forbiddingly expensive. DevOps
teams at cloud computing companies with vast GPU deploy-
ments can train new models, but this is out of the question
for smaller companies.
ARCA is an AI for Root Cause Analysis based on a mul-

timodal RAG (Retrieval-Augmented Generation) approach,
in which an LLM is augmented by a database. Many RAG
systems are limited to approximate search in document or
image collections, but ARCA also supports data in struc-
tured (tabular) collections and logs. The basic idea is to focus
on recurrent incidents, looking for similar past problems,
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summarizing prior findings, and recommending mitigation
strategies that succeeded in the past.

A complicating factor is that users often report incidents
in fuzzy ways, which limits label quality: a particular prob-
lem given that many AI-Ops tools are trained using labeled
data. Rather than battling this reality, our work focuses on
approximate match (an idea familiar in text-based contexts),
but generalizes the mechanism to to encompass data modal-
ities other than text. The idea, though, is similar: RAG LLMs
for search document collections treat each query as a vec-
tor database search for documents “similar” to the query.
ARCA treats the multimodal signature of the incident as
a kind of query and performs approximate match against
precomputed signatures from past incidents.

Here we report on a proof-of-concept that supports three
data modes: (1) incident descriptions, in natural language; (2)
logs of semi-structured text generated by automated report-
ing components; and (3) multivariate performance-counter
time-series. ARCA is an end-to-end tool created from off-the-
shelf ML models, and designed to cover incident response
steps from triaging new cloud incidents to generating mitiga-
tion plans for the SREs. The ARCA multimodal RAG search
mechanism (Sec. 3) is an original contribution of our effort.
The future ARCA will expand these data modes and enlarge
ARCA’s multimodal pattern-matching capabilities.

To test the end-to-end effectiveness of ARCA, we created
a data set of 800 bug reports collected from micro service
systems in a controlled environment. The bug reports are
typical Bugzilla incident reports of the kind users employ to
request issue resolution. Each contains three components: 1)
the user’s incident description; 2) a log file collected from the
docker container of the faulty service and 3) a time sequence
of performance metrics collected from the same container
during the the fault. Although the bugs have very different
features, all trace to root causes associated with three widely
recognized cloud computing issues: computations that ex-
ceeded time limits, memory leaks and network delays. In the
evaluation, ARCA achieves 92% accuracy in triage and 72%
accuracy in finding the correct mitigation plan. We have also
tested the efficacy of individual components in ARCA using
established data sets.

2 Related Work
Before we dive into details we review related work that
shapes our thinking.

2.1 Retrieval Augmented Generation
The RAG paradigm is in widespread use [5, 11]. In this ap-
proach, a query is first transformed into a vector represen-
tation and an approximate nearest neighbor search is then
used to fetch relevant documents from a knowledge base.
The retrieved content is then provided as auxiliary input to
a generative model, typically an LLM. This extra “context”

allows the model to ground its outputs in factual, up-to-date,
or domain-specific information, reducing hallucinations and
offering a way to continuously update the knowledge base
without retraining models. RAG is effective for question an-
swering [9], summarization [10], and code generation [16],
and has been shown to significantly improve LLM perfor-
mance and interpretability. Prior work on multimodal RAG
has focused on the visual domain (text used to describe im-
ages). In ARCA, however, we need a RAG system specially
for IT-Ops/AI-Ops. To the best of our knowledge, our work
is the first to explore this form of multimodality.

2.2 Prompting and Reasoning
Prompt engineering is central to RAG LLM design. One
prompting technique, few-shot learning [1], leverages the
in-context learning capabilities of LLMs, guiding models
from structure and examples in the prompt (without updates
to model weights). A second, Chain of Thought [21], takes
a further step by structuring the prompt in a way that en-
courages step-by-step reasoning. This has been shown to
improve LLM performance on tasks requiring multi-step log-
ical inference, arithmetic, or complex decision-making. In
combination these two techniques achieve state-of-the-art
performance across various domains including mathemat-
ics, common-sense reasoning, and question answering. We
adopt both in ARCA.

2.3 AI-Ops
ARCA is also inspired by prior work in AI-Ops [2], no-
tably for processing logs and telemetric data. LogCluster
[13] introduced techniques for clustering log records to as-
sist in bug detection using a weighted encoding, and subse-
quent work used LLMs to summarize abnormalities in logs
[20, 24].We used labeled log records from one of these efforts,
LogHub[23], for our evaluation.
We noted our interest in combining application instru-

mentation with text records from logs. Prior studies have
explored aspects of this question, notably by using deep
neural networks for anomaly detection in multivariant time-
series data. For example, Microsoft has proposed an anomaly
detector based on Convolutional Neural Network (CNN) [17],
while Alibaba describes an encoder-decoder architecture in
RobustTAD [4] and Tencent used a VAE network [7] for the
same purpose.
Detecting anomalies in cloud platforms using telemetric

performance data requires handling potentially noisy high-
dimensionaldata. Li et al. (2024) have explored this problem
and proposed a methodology for noise-tolerant self- super-
vised learning [14] that combines tensor decomposition with
self-supervised learning to capture relevant features and
identify anomalies in time series data. For tabular data, the
anomaly detection technique described in [12] shows that
LLMs can detect anomalies by converting data into text and
directing the models to find outliers. That effort went on
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to optimize performance by fine-tuning open-source LLMs
using synthetic data. In contrast, existing AI-Ops tools (in-
cluding those we cited) have generally been limited to a
single data modality.

3 How does ARCA work?
ARCA runs in two phases (Fig. 1): building the multimodal
knowledge base of historical bugs and then querying it. Be-
low we focus on a bug tracking use case, but the idea gener-
alizes to other incident-analysis scenarios.

3.1 Building Phase
To deploy ARCA, we first collect and process data from
existing solved bugs retrieved from bug tacking tools and
then use the collected data to form a knowledge base. After
creating the knowledge base, users can query ARCA for new
and ongoing incidents, and the system will automatically
generate a mitigation plan for each SRE.

3.1.1 Data Sources. We assume that software incidents
are reported through tickets in a bug-tracking system such
as Bugzilla. Each bug ticket contains multiple data modali-
ties, e.g., bug descriptions (natural language), performance
metrics (time sequences of numerical multi-variant data),
logs (semi-structured machine-generated event reports), etc.
In ARCA, we strive to find a mitigation plan by reasoning
across the different modes of data.

A bug tracking system works like an online bulletin board
similar to Reddit. Progress towards resolving bugs is tracked
as follow-up posts to the original post initiated by the staff
member who found the incident. To collect data to form a
knowledge base, we keep our attention to the following steps
within the life cycle of a bug ticket: (1) The first post, which
includes a textual description of the problem. (2) The ticket
assignment post, which reflects the judgment of a human
triage specialists and has a fixed format. (3) Data collection
posts with attachments: these are often data collected by the
SRE team using tools they found relevant and is the step
at which ARCA can learn from data modalities other than
natural language. (4) The last post: the last post of a closed
ticket is usually the diagnosis of the issue and the following
mitigation. Notice that each category of posts and data hints
at a its own similarity metric: rather than a single metric for
all types of data, we need a unified metric spanning multiple
modalities and robust against missing data (some reports
may cite data that other related reports omit).

3.1.2 Build A Multi-modal Knowledge Base. With the
logs, performance metrics and bug descriptions retrieved
from the prior step, we can build a knowledge base that as-
sociates related information. The idea behind the knowledge
base is to do up front work so that later, we can quickly find

similar bugs by comparing their logs and telemetric data dur-
ing a triage step and then rapidly retrieve the corresponding
bug descriptions to help create a mitigation plan.

An important design choice in ARCA is to use search aug-
mentation to improve answer quality instead of storing the
potential answers in the LLM parameters via a technique
such as fine-tuning or training "Expert Heads" in a Mixture
of Experts (MoE) models. We adopted search augmentation
because creating a knowledge base, similar to creating a
database, is much less resource-intensive than LLM training.
Search augmentation additionally leaves us the freedom to
update the knowledge base as information evolves; in con-
trast, pretrained models are rigid and hence unable to learn
dynamically without some form of fine-tuning (which would
often require resources on the same scale as were used dur-
ing the original model tuning procedure). One drawback this
decision is that it can increase latency, but we will show that
ARCA is rapidly responsive and fully suited to interactive
exploration of puzzling anomalies by SRE teams.
To enable fast similarity search among logs instead of

directly searching the text space of the logs, ARCA maps
(embeds processed log snippets to a high-dimensional latent
space: the embedding space. The system will later use cosine
similarity to quantify the difference between two log snip-
pets. Calculating cosine similarity only involves calculating
the product of two matrices, which can be carried out at
very high speeds, particularly with the help of a GPU. The
task is much quicker than searching in the text space. To fur-
ther accelerate the similarity search on very large data sets,
ARCA uses approximate K-nearest neighbors to organize
the log embeddings in two tiers. To find the most similar
log embeddings, we first look for the closest centroids. The
assumption is that these event clusters will contain the em-
beddings most relevant to the incident report. We then use
cosine similarity again, but now include performance met-
rics in our approximate similarity test. To enable this we first
convert the performance metrics to a vector during our log
preprocessing step by aligning the telemetric data of variant
lengths and sources. Then, we store the vector in the knowl-
edge base and via the bug id, can we associate it with other
pieces of information collected from the same bug.

ARCA keeps bug descriptions in natural language because
they may contain important details that stood out to the
human observer of the issue and hence are likely to be of
high value to the tasks performed out by the Evaluation
LLM in later steps. Additionally, bug resolution descriptions
contain mitigation plans which proved effective in the past,
and the Generator LLM can use those to propose a new plan
to mitigate the ongoing issues.

ARCA’s embedding space contains 3072-dimensional vec-
tors of 32-bit floating point numbers, and we embed the
logs using the "text-embedding-3-large" model from OpenAI.
The preprocessed performance metrics are represented as
21-dimensional vectors of 32-bit floating point numbers. The
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Figure 1. ARCA workflow in its building and query phases.

knowledge base in ARCA is made of 3 object stores, with
one for each of the log embedding, vectorized performance
metrics and bug descriptions. We also maintain a mapping
relationship between them. In the future we plan to allow
dynamic additions to the database, but the PoC works with
a static data set.

3.1.3 Process Log Files. ARCA supports two data modal-
ities: logs of semi-structured text and bug descriptions con-
taining human inputs in natural language. We preprocess
the logs prior to improve the accuracy of ARCA’s triage
technique.
The logs we consider are created by a variety of applica-

tions and systems services, and take the form of text files in
which system maintenance messages, warnings and errors,
anomaly notations, and other reporting can be intermixed.
After examining the log files in our evaluation data set, we
have found that

1. A relatively small subset of log lines are relevant to
any given incident.

2. Log records of a given type are formatted in similar
ways. For example, heartbeat messages for the same
component only differ in their timestamps.

3. For any single incident, a log may contain multiple
relevant data modalities: text, tabular data, time-series
data, etc.

ARCA filters log contents by retrieving the bugs that show
a "similar pattern" in logs in the query step. To keep the LLM
focused on important features, it is important that the log
contents visible to the LLM be relevant to the issues flagged
in the problem report, and free of irrelevant information
if that information might be of value for maintaining the
system or other purposes. Accordingly, we run a Feature
Extraction LLM that we configure to remove repetitious con-
tent and extract data that distinguishes each record from the
others occuring at the same time, like the error messages,
special events, performance metric readings, etc. We addi-
tionally convert all the data modalities that we encounter

Figure 2. t-SNE (t-distributed stochastic neighbor embed-
ding) of the embedded log content. The x- and y-axes show
the coordinates in the t-SNE embedding space.

to text. Length considerations precluded reproducing the
prompt here, but we do include it as Appendix A, Fig. 5.
To assess the efficacy of this log preparation approach

we processed 800 log files from our data set using OpenAI’s
gpt-4o as the Feature Extraction LLM. First, we generated
embeddings from the raw log content with no preprocess-
ing. Then, we preprocessed the logs and embedded only the
filtered and aggregated outputs of the Feature Extraction
LLM. We used t-SNE [8] to project the high dimensional
embedding space to a 2-D image while maintaining rela-
tive Euclidian distances. Doing so yielded the images seen
in Fig. 2, where each dot represents an embedding. As we
can see, the embedding of processed logs (the right picture)
resolves more clearly, showing a cleaner clustering pattern
with far fewer clusters than for the raw log (the left picture):
evidence that this step achieved its goals. We additionally
colored the dots in both images to signify root cause labels.
As we can easily see, the dots from the same root cause,
i.e., memory, CPU and network, are correctly clustered after
preprocessing but were jumbled before doing so. Especially
interesting are the green dots, for incidents in which a mix
of CPU and memory issues simultaneously caused degraded
system performance. These green data points are correctly
located between the clusters for CPU issues and those for
memory issues.
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3.1.4 AlignTelemetricData. To enable a similarity search,
it is necessary to convert telemetry data to a fixed length
vector. Raw data can be highly platform-specific: a matrix
with one row per time stamp and a column for each perfor-
mance counter (CPU utilization, memory utilization, etc),
but potentially with missing data due to faults and timeouts,
idiosyncratic formats and units, and including hardware-
specific metrics. To overcome these issues, ARCA focuses
on a set of 7 docker performance counters, all of which are
commonly available when diagnosing cloud microservice
incidents. These track CPU and memory utilization, network
I/O, block device I/Os, average operation latency, and socket
errors. Servers are highly heterogeneous, hence raw values
are not directly comparable. Accordingly, we calculate the
normalized first order gradient, the average value and the
standard deviation for each time series. In this way, we can
convert the matrix of performance counter readings to a
vector of 21 floating point numbers.

3.2 ARCA-PoC Phases
ARCA-PoC runs in two sub-phases: the query phase and
the generating phase. In the query phase, we interrogate
the populated knowledge base by carrying out the similarity
search on log embeddings and vectorized performance met-
rics. This phase is analogous to the triage step and the output
are the textual descriptions of similar bugs. The descriptions
are then sent to the generating phase to create a mitigation
plan for the SREs.

3.2.1 Query Phase. Once our knowledge base has been
populated, ARCA performs an approximate match query us-
ing posts associated with a new incident as its query prompts.
The methodology used to extract the relevant aspects of the
incident is quite similar to the one used to build the knowl-
edge base, and yields an embedding vector that we can un-
derstand as an abstract representation of the new incident
in the knowledge space. Our goal is to perform an approx-
imate nearest neighbor (ANN) search. We do this in two
steps: first, we identify cluster centroids closest to the query
embedding, and then within those clusters perform a search
for known prior incidents with similar characteristics. Here,
ARCA departs slightly from common RAG approaches that
only retrieve the top tens of documents based on the similar-
ity score. Instead, ARCA retrieves the top hundreds of bugs
as reported from the similarity search. This is because ARCA
treats similarity search as a triage step for the purpose of
coarsely categorizing a bug by placing it within a family of
issues so that corresponding SREs can chime in. For example,
if a bug seems to be CPU-related, it could be assigned to SREs
working on performance issues, ones working on scheduling,
and ones investigating disruptions associated with locking.
With just a small number of approximate matches we might

miss some relevant categories, but with hundreds of approx-
imate machines, we have a high likelihood of routing the
issue to all SREs that might have insight into the issue.
From the bugs with similar log patterns, we additionally

perform a second-round KNN search in the high-dimensional
space of the vectorized performance metrics. Here, an issue
of cost arises: our work uses OpenAI language-generation
APIs that are billed on a per-use basis. Accordingly, we only
use one tenth of our prior report candidates for generation
of the bug explanation hypotheses that the developer will
be shown. In the evaluation, we will show that this step of
filtering will not hurt the overall accuracy.
In ARCA, we use FAISS library [19] to carry out the sim-

ilarity search so that it will run on GPU accelerators. We
have tried to retrieve from top 100 bugs to top 500 bugs and
we can reach a triage success rate as high as 92%. We will
discuss the effect brought by different number of retrieved
bugs in evaluation section.

3.2.2 Generating Phase. In the generating phase, we first
use an Evaluation LLM to find the bug whose description
most closely fits each incident. We pass the description of the
bug fix (which contains the mitigation plan) to the Generator
LLM, which in turn produces text explaining the choice and
suggesting a new mitigation plan to the SREs. The approach
is similar to a concept sometimes referred to as LLM-as-a-
judge [22] (the corresponding prompt details are included in
Appendix A, Fig. 6). To improve accuracy, we employ a Chain
of Thought prompting style (Appendix A, Fig. 7), using a
series of similar CoT prompts in accordance with standard
practice in few-shot learning. The output of this step is the
closest resolved bug. We then prompt the Generator LLM
with the input shown in Fig. 8. An additional benefit brought
by using LLM-as-a-judge is that we can ask the evaluating
LLM to explain how and why it reached certain conclusions,
either in summary form or even as a sequence of step-by-
step decisions, allowing the SREs to better understand the
results and hence increasing confidence in its coverage. Were
ARCA to operate in a single step, it would have more of a
black-box feel that SREs might distrust.

Our design is human-centric: ARCA generates mitigation
plans and reports them to SREs for final review, together
with illustrative data drawn from any similar incidents it
found. We are not considering direct intervention by ARCA
at this time, in part because some privileged commands (like
restarting critical services) require privilage escalation and
should not occur without close scrutiny and Dev-Ops (hu-
man) approval. A benefit is that ARCAs ability to identify
similar prior incidents may be helpful to SREs even if its
proposed mitigation plans are flawed. To obtain recommen-
dations with a natural tone and style, ARCA uses gpt-4o for
both the evaluating and generation LLM stages.
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4 Experimental Results
To evaluate our work, we first build a data set for 800 bug tick-
ets containing descriptions, logs and performance metrics.
Then we build ARCA’s knowledge base using 700 bug tickets,
saving 100 to use when testing the PoC’s performance.

4.1 Data Set
Our data set of bugs arising in micro service systems is
typical of modern cloud infrastructures. To keep our data set
as general as possible, we keep our attention only to the bug
features reported from the docker container, including the
docker logs and the performance metric readings from the
"top" command, without any application-level features.
We use a micro-service workload generator, "DeathStar"

[3] to run different micro-service applications, like "Hotel-
Reservation", "SocialNetwork", etc. As the application exe-
cutes, we inject errors. To load the CPU, we modified the
benchmark so before processing a new request, the applica-
tion performs a CPU-intensive operation. We also increase
the number of requests per second during runtime until the
application crashes from overload. To simulate a memory
leak we modify the benchmark by introducing a memory
allocation in the call back function but intentionally not
freeing the memory. Finally, to increase network delays, we
introduce a random sleep in the call back function. To make
the challenge harder, we have introduced a fourth category
of error that causes both a memory leak and a long-running
computation, resulting in two possible crash types.
Each of the four categories of injected errors are used to

create 100 experiments, which we diversify by tweaking set-
tings. We run each experiment twice so that we can use the
data set we can automatically label an experiment run with
its closest bug, which is the run generated from the same ex-
periment configuration, yielding 4*100*2=800 bug incidents.
For each bug, we use gpt-4o to generate a human readable
bug report. In the generating prompt, we have provided the
root causes like "the issue is caused by a random delay in
every invocation of the call back function X" to ensure that
the bug report contains meaningful mitigation plans. We
have also instructed the LLM to decribe the bug by summa-
rizing the performance metric readings and the logs. We thus
obtain 800 bug tickets that contain the bug descriptions with
mitigation plans, the time-series of performance metrics and
the logs.

To evaluate the efficacy of our similarity search in the log
embedding space, which is the key of the RAG system, we
use public data sets from four supercomputing systems: BGL,
Thunderbird, Liberty, and Spirit [15].

4.2 End-to-end Evaluation
We first study the effect of using different numbers of nearest
neighbors reported from the similarity search module. This
is also the size of the output from the triage step. So we

Figure 3. Accuracy of ARCA-PoC. The x-axis represents the
output size of the similarity search. The left y-axis shows
the triage accuracy, while the right y-axis shows the system
accuracy.

compare both the triage accuracy and the system accuracy.
For a triage operation to be accurate, ARCA needs to include
the closest bug in the output of the triage steps. For the whole
system to be accurate, ARCA needs to pick the labeled closest
bug as the output of the Evaluation LLM. The results are
shown in Fig. 3. To account for the randomness introduced
by the LLMs, we evaluated the average performance on 300
queries for each setting and for each query, we repeated the
experiment for 3 times.
In our test, we increase the log similarity search output

size from 100 to 400, and we filter out 20% of the chosen
bugs in the similarity search using telemetric data. As we
can see, triage accuracy increases steadily with the raise of
the triage set size. However, the overall system accuracy
drops when we increase the similarity search size from 300
to 400. Upon inspection we found that when the similarity
search size is small (less than 200), the right answer is not
presented in the input prompt. This ceases to be an issue
with larger set sizes. Interestingly, however, although triage
accuracy at set size 400 is significantly higher than that for
size 300, overall system accuracy drops: the Evaluation LLM
apparently becomes overwhelmed by choices.
It’s also worth noting that we cannot increase the simi-

larity search output size without limit. GPT-4o, the LLM we
use for our Evaluation LLM, has a context window size limit
of 30,000 tokens and the input cannot be longer than that.
This token window limit corresponds to a triage output set
size of slightly more than 400.

We also evaluated time and financial cost per query. Gpt-
4o uses a decoder-only neural network structure and hence
the longer the input in tokens, the more time it will take
to generate an answer. Also, OpenAI charges clients on the
basis of the number of tokens computed. Taking all these
considerations together, we arrive at the results shown in
Fig. 4. As we can see, for large group size, generation is
significantly slower and cost mounts substantially.
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Figure 4. Cost analysis of using ARCA-PoC. The x-axis
represents the output size of the similarity search. The left
y-axis shows the average cost of a single query in US cents,
while the right y-axis shows its average time consumption.

4.3 Evaluation of Similarity Search
There are two similarity search steps in ARCA, with one in
the high-dimensional space of log embedding and the other
in telemetric encoding. We have evaluated the efficacy of
each step against the combined performance, and reported
the results in Table. 1, where we pick the triage size to be 300.
The key finding is that multi-modal similarity search saves
time and money relative to approaches that require one by
one searches across modes followed by a human integrative
activity.

Data Modes Accuracy Cost (cents) Time (s)
Telemetric Data Only 0.34 2.81 4.67

Log Only 0.72 2.31 4.16
Telemetric Data + Log 0.74 2.89 4.89

Table 1. Comparison of the efficacy via utilizing different
modes of data.

4.4 ARCA as A Log Clustering Tool
Very similar to log clustering tools, ARCA’s RAG-LLM based
log processing module can be used alone to detect anomalies
in logs. In our evaluation, we use public log data sets reported
from 4 supercomputing labs and report the results in Table.
2. The numbers before ’/’ are from ARCA and the one after
are the state-of-the-art numbers reported in [6, 20], which
are achieved through proprietarily fine-tuned LLMs. From
the results, ARCA-PoC outperforms on all data sets despite
requiring only off-the-shelf embedding LLMs.

5 Conclusions and Future Work
ARCA is awork in progress, but already confirms the promise
of the multimodal RAG LLM approach to searching the

Data Set F1-Score Recall Precision
BGL 0.995/0.976 0.99/0.982 1/0.970

Thunderbird 0.984/0.97 0.975/0.99 1/0.97
Spirit 0.993/0.992 0.986/0.999 1/0.984
Liberty 0.986/* 0.986/* 0.986/*

Table 2. Evaluation of using ARCA-PoC as a log clustering
tool. *: For the Liberty data set, public baseline data is not
available.

complicated incident report databases that arise when trou-
bleshooting cloud-hosted applications. In work still under-
way, we are investigating other possible ways to organize the
ARCA knowledge base, including the option of using simi-
larity search algorithms beyond the form of cosine similarity
used in the ANN step. We expect that this will be needed as
we expand the data modality coverage of the ARCA platform
to include performance metrics and traces. Synthesis of gen-
erated answers that incorporate observations from multiple
modalities raises especially interesting questions for study.
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Appendix A: LLM Prompts
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Figure 5. Prompt for LLM to process log file.

Figure 6. Prompt for the Evaluation LLM.

Figure 7. The CoT contexts for the Evaluation LLM.

Figure 8. Prompt for the Generator LLM.
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