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Abstract
Federated Learning (FL) enables collaborative model training
across distributed, privacy-sensitive data sources. Traditional
FL follows a centralized client-server architecture, relying on
synchronized updates and uniform participation. However,
real-world deployments face challenges such as client hetero-
geneity, stragglers, non-independent data distributions, and
single points of failure due to server centralization. To ad-
dress these limitations, we propose an asynchronous Peer-to-
Peer FL scheme that enhances learning efficiency in heteroge-
neous environments. Our method employs a gradient-aware
aggregation algorithm with a progress-based adaptive fusion
weight, mitigating the impact of resource disparities among
clients. Experimental results on CIFAR-10/100 datasets indi-
cate that our scheme achieves 4.8 − 16.3% and 10.9 − 37.7%
higher accuracy compared to FedAVG and FedSGD, consid-
ering constrained total number of exchanged updates among
clients. Furthermore, it effectively handles client heterogene-
ity through its dynamic fusion weight adjustment.
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1 Introduction
In recent years, Federated Learning(FL) [1] has emerged as a
prominent distributed machine learning paradigm, enabling
the training of models across decentralized data sources. By
ensuring that data remain on local devices, FL addresses crit-
ical privacy and security concerns, particularly in domains
such as healthcare and finance, where direct data sharing is
restricted by strict regulation constraints[2].

Traditional FL employs a client-server architecture, where
a central server coordinates learning acrossmultiple clients [3].
The most widely used FL algorithms are Federated Stochas-
tic Gradient Descent (FedSGD) and Federated Averaging
(FedAVG)[1]. In FedSGD, clients compute gradients on their
local data and send them to the server for aggregation, whereas
in FedAVG, clients train locally for multiple iterations before
sharing model updates, reducing communication overhead.
While these methods are effective, they rely on a central-
ized server, synchronous updates, and uniform participation,
which can be problematic in real-world settings that often
involve client device heterogeneity, dynamic network condi-
tions, and non-independent and identically distributed (non-
i.i.d.) datasets. These non-ideal characteristics introduce sig-
nificant challenges, including stragglers – where slower or
low-bandwidth devices delay the entire training [4, 5] – as
well as convergence instability and bias due to non-uniform
data distributions [6]. On top of that, centralized server ag-
gregation can act as a single point of failure, making the
system vulnerable to collapsion.

To mitigate these limitations, various solutions have been
proposed in the literature. Some efforts focus on addressing
device heterogeneity while retaining the centralized nature
of FL, by selectively deciding each clients’ contribution on
every aggregation round [7], or by incorporating techniques
such as gradient compression and quantization to reduce the
computational and communication burden of stragglers [8–
18]. Moreover, asynchronous FL approaches have been intro-
duced to improve scalability by allowing clients to update the
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global model at different intervals, rather than synchronizing
updates in fixed rounds [19, 20]. To tackle the centralized
nature of traditional FL, decentralized and peer-to-peer (P2P)
FL approaches have been proposed. In decentralized FL [21–
24], clients form connected network graphs, exchanging up-
dates without a central server, gradually converging towards
a global consensus. Yet, the effectiveness of decentralized
FL depends on network topology and communication effi-
ciency, and fully decentralized methods may suffer from slow
convergence. P2P solutions [25] further extend decentraliza-
tion by allowing direct client-to-client collaboration, where
clients exchange and aggregate models with their neighbors.
Intuitively, P2P FL is a highly promising paradigm as it

eliminates the reliance on a central server, enabling scalable
and resilient learning. From a machine learning perspective,
P2P introduces stochasticity in model aggregation, by en-
abling clients to aggregate updates in an iterative, diffusion-
like manner, leading to robust, well-regularized convergence.
From a systems perspective, P2P FL avoids single points of
failure while also simplifying client coordination and reduc-
ing communication costs by distributing aggregation and
enabling decentralized peer interactions.
In this paper, we propose a novel asynchronous P2P FL

scheme. It incorporates an aggregation algorithm that ex-
ploits gradient information and employs a progress-based
adaptive fusion weight to effectively mitigate the impact
of heterogeneous client resources, enhancing overall per-
formance. Our scheme introduces an aggregation decision
buffer and maker to regulate client interactions and address
asynchronous training in P2P systems. It leverages inter-
client gradients over simple averaging and employs progress-
based adaptive fusion for improved performance in hetero-
geneous environments. Experimental results show that we
achieve 4.8%−16.3% and 10.9%−37.7% higher accuracy than
FedAVG and FedSGD on CIFAR-10/100, under constrained
communications. Additionally, our scheme reduces the im-
pact of stragglers on other clients, cutting relevant accuracy
drops by 18%.

2 Background on Federated Learning
Federated Learning (FL) is a machine learning paradigm
that enables the training of high-quality models across dis-
tributed clients or devices while preserving data privacy [3].

2.1 Traditional Federated Learning
Traditional FL follows a training approach involving clients
and a server, as illustrated in Figure 1a. Clients perform local
training and periodically send updates to a global server
after a predefined number of local iterations, referred to as a
local round. The server collects these updates, verifies com-
pliance with aggregation constraints (e.g., minimum client
participation), and performs a global model update using
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Figure 1. Overview of (a) Centralized and (b) Peer-to-Peer
Federated Learning schemes.

an aggregation algorithm. The updated model is then redis-
tributed to the clients for the next training round. In vanilla
FL schemes [1], such as FedAvg and FedSGD, aggregation is
performed by computing a weighted average of the model
parameters (or gradients) received from participating clients.
Despite its advantages, this approach has several limita-

tions. First, its centralized architecture creates a single point
of failure, i.e., if the server becomes unavailable, the entire
learning process is disrupted [26]. Second, vanilla FL oper-
ates in a synchronous manner, requiring the server to wait
for updates from all selected clients before aggregation. This
makes FL susceptible to stragglers, i.e., clients with limited
computational or network resources, causing delays in the
training process [26]. Last, it also struggles with statistical
heterogeneity, particularly when client datasets are not inde-
pendently and identically distributed (non-iid). In such cases,
the naive aggregation of client updates does not consider
skewed or imbalanced datasets, leading to biased global
updates and slower convergence [27].

2.2 Peer-to-peer Federated Learning
Peer-to-peer (P2P) FL eliminates the need for a central server
by allowing clients to collaborate directly, as illustrated in Fig-
ure 1b. Similar to traditional FL, the training process consists
of local model updates, where each client trains on its private
dataset for an arbitrary number of local iterations, followed
by peer-to-peer synchronization, where models are shared
and aggregated among connected peers. This decentralized
approach tackles both device heterogeneity and single points
of failure, by allowing clients to update their models at their
own pace [4, 26]. Moreover, the aggregation protocol can
vary per client, enabling personalized update strategies based
on data similarity or statistical divergence [25].

2.2.1 P2P challenges. While P2P federated learning miti-
gates traditional FL challenges, it introduces new complex-
ities, such as determining which (and how many) clients
should participate in each synchronization round and design-
ing effective aggregation protocols. Novel communication
topologies have been proposed to reduce communications
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while preserving client accuracy [23], facing challenges aris-
ing from dataset heterogeneity and varying client capabili-
ties. Additionally, similarity-based neighbor matching mech-
anisms improve client pairing within peer neighborhoods,
considering non-i.i.d. data distribution but overlooking the
asynchronous nature of real-world applications [25]. In some
cases, commitment mechanisms with an elected committee
system manage the FL process [24], yet client heterogeneity
and asynchronous FL challenges remain unaddressed.

3 Proposed Asynchronous P2P-FL Scheme
To address the aforementioned challenges, we propose a
novel P2P FL scheme. Unlike traditional synchronous ap-
proaches requiring global synchronization, our scheme oper-
ates asynchronously, allowing clients to update and commu-
nicate at their own pace, reducing the impact of stragglers
in heterogeneous FL environments. It also addresses asyn-
chronous convergence progression (§2.2.1) and non-iid data
distributions with an advanced aggregation algorithm that
uses inter-client gradients and an adaptive fusion weight to
normalize each client’s impact, instead of relying on simple
averaging.

3.1 Proposed FL Scheme Processes
Figure 2 depicts our methodology, comprising the aggrega-
tion algorithm ( 8 ) and the communication protocol/topology.
Each client incorporates an Aggregation Decision Maker
(ADM) ( 6 ) to determine whether to initiate communication
and an Update Transmitter ( 7 ) to prepare and send update
messages. Additionally, it includes an aggregation algorithm
( 8 ); in our approach, all clients use the same aggregation
algorithm (§3.5). Finally, the scheme features a common Ag-
gregation Decision Buffer ( 2 ), that stores all pending com-
munication requests and a Buffer Explorer ( 1 ), responsible
for searching for pending clients within the buffer. The com-
mon Aggregation decision buffer is stored distributed in a
random subset of clients for resilient execution (§3.3).

3.2 Proposed FL scheme life cycle
Each client trains locally ( 4 ) on its dataset ( 3 ) for a set num-
ber of iterations. Upon completion, the ADM ( 6 ) is triggered
( 12 ) to decide on aggregation. This decision is sent ( 9 ) to
the Buffer Explorer ( 1 ), which accesses the Aggregation De-
cision Buffer ( 2 ) containing pending aggregation requests.
If a client skips aggregation, it continues local training. Oth-
erwise, the Buffer Explorer searches for an available peer. If
found, the buffer provides ( 10 ) both clients with peer infor-
mation ( 9 ), including identifiers, which are then transferred
( 15 ) to the Update Transmitter ( 7 ). The two clients exchange
( 11 ) model weights, prepared ( 13 ) into an update message
containing metadata such as iteration count. Finally, each
client applies the Aggregation Algorithm ( 8 ) to compute
the inter-client gradient (§3.5) and updates ( 14 ) its model
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Figure 2. Proposed Asynchronous Peer-to-Peer Federated
Learning Scheme

( 5 ). If no peer is available, the client’s request remains in
the buffer until an aggregation request arrives.

3.3 Communication protocol
Our communication protocol combines asynchronous FL
with P2P communication to minimize overhead. In this asyn-
chronous P2P scheme, each aggregation occurs between two
clients, significantly reducing communication costs. Choos-
ing more than two clients per communication round would
require a mesh topology, leading to exponential communica-
tion overhead, being impractical for large deployments.
Aggregation Decision Buffer and Explorer: a com-

mon Aggregation Decision Buffer ( 2 ) is introduced solely
to maintain the latest client pending for communication. It
interacts with each client’s Buffer Explorer to either store a
communication request or return a pending request to an-
other initiating client. It achieves this by maintaining the IDs
of pending clients, if any. This design preserves the asyn-
chronous nature of our FL scheme, as clients can access
information about available peers and establish P2P com-
munication independently. The Aggregation Decision Buffer
is stored inside all clients to ensure resilient execution in
case of failures. For the synchronization of the Aggregation
Decision Buffer, whenever a client needs to store a pend-
ing request, it sends a message containing only its identifier
(clients id) to all other clients. Conversely, when a client
initiates communication with a pending client, it notifies all
other clients through an update that includes the negation
of the pending client’s identifier (− pending client’s id). This
ensures that all clients remove the pending client’s identi-
fier from their Aggregation Decision Buffer. It is important
to note that, in the Aggregation Decision Buffer, typically
at most one client is pending for communication at a time.
This is because the Buffer Explorer first searches for pending
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requests before storing any new ones. Thus, the buffer con-
tains minimal information and can be accommodated by all
clients regardless of their available resources. Each client has
also, its own Buffer Explorer ( 1 ) that searches the buffer.

3.4 Aggregation Decision Maker (ADM)
The proposed framework also relies on the Aggregation De-
cision Maker (ADM) ( 6 ), a component that each client must
include to participate in our proposed FL scheme. The ADM
contains the mechanism responsible for deciding whether
the client should initiate communication. Each client can
employ its own ADM, which may range from a simple (e.g.,
random decision mechanism) to a more complex (e.g., deci-
sions on prior actions or current states) implementation.
In our implementation, we use a simple ADM based on

Bernouli distribution. Specifically, the procedure follows the
conventional approach described in § 2.1, where each client
performs its local training iterations. At the end of each local
round, the ADM determines whether to initiate communica-
tion with a constant probability, ensuring equal participation
in communications across clients. Equation 1 describes the
probability that the ADM decides for a client to initiate com-
munication, where 𝑃𝑟 {𝑋 = 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒} is the probability
to communicate and 𝑐𝑜𝑛𝑠𝑡 is a constant number. In our ex-
periments, we set the parameter const to be equal to the half
of total number of participating clients.

𝑃𝑟 {𝑋 = 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒} = 100
𝑐𝑜𝑛𝑠𝑡

% (1)

At the end of each local round, the probability that a client
initiates communication is 2

𝐾
× 100%, where 𝐾 is the total

number of clients. Consequently, for 𝐾 clients with similar
capabilities starting training simultaneously, an average of
𝐾 × 2

𝐾
= 2 clients initiate communication per local round,

forming the communication pair for the round

3.5 Aggregation Algorithm
Our proposed aggregation algorithm ( 8 ) is built on two
key concepts: the influence of peers’ model differences on
the update and the dynamic adjustment of a fusion weight.
The peers’ gradient is a vector that captures the difference
between the model weights of two clients, analogous to a
gradient update in optimization. In essence, this gradient
indicates the direction in which we should adjust the model
weights to make one more like the other. However, rather
than completely transforming one model into the other, we
take a step in that direction to begin incorporating its in-
formation. The key issue here is determining precisely how
large that step should be.

Fusion protocol: Our fusion protocol involves each client
computing a gradient-like vector that represents the differ-
ence between its own weights and those of its peer during
communication. The client then updates its local weights
by adjusting them in the direction of the peer’s gradient,

normalized by a weight referred to as fusion weight (wf).
This weight𝑤𝑓𝑖 takes values from 0 (completely disregard
the second model) to 1 (completely disregard the current
client’s model).

𝑔𝑖 𝑗 =𝑊𝑖 −𝑊𝑗

𝑊𝑖,𝑎𝑔𝑔 =𝑊𝑖 𝑗 =𝑊𝑖−𝑤𝑓𝑖 × 𝑔𝑖 𝑗
(2)

Equations 2 present the equations for the fusion protocol.
𝑊𝑖 and𝑊𝑗 represent the weights of the peers before aggre-
gation,𝑊𝑖,agg denotes the updated weights of client 𝑖 after
aggregation, 𝑔𝑖 𝑗 is the gradient computed by client 𝑖 based
on the weights of client 𝑗 , and𝑤𝑓𝑖 is the fusion weight . It is
evident that the updated weights of client𝑖 are significantly
influenced by the peers’ gradient 𝑔𝑖 𝑗 , while the parameter
𝑤𝑓𝑖 plays a crucial role in modulating the overall process.

Dynamic adjustment of fusionweight (𝑤𝑓 ) : To ensure
client independence in asynchronous FL, we design our ag-
gregation algorithm to accommodate heterogeneous clients
with varying computational and communication capabili-
ties, which may cause latency during local training or model
updates. Additionally, some clients may communicate more
frequently. To address these challenges, we dynamically ad-
just the fusion weight based on the training progress of each
peer. Each client includes its progress in the update message.
The peer receiving this update message incorporates the
client’s progress when computing its own updated weights.
Thus, clients with low progress exert a minimal influence
on clients with high progress, preventing the degradation of
their weights, while clients with high progress can provide
valuable updates to clients with lower progress.

𝑝𝑖 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑖
𝑡𝑎𝑟𝑔𝑒𝑡_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑖

,𝑤 𝑓𝑖 =𝑤𝑓0 ×
𝑝 𝑗

𝑝𝑖 + 𝑝 𝑗

𝑝 𝑗 =
𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑗
𝑡𝑎𝑟𝑔𝑒𝑡_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 𝑗

,𝑤 𝑓𝑗 =𝑤𝑓0 ×
𝑝𝑖

𝑝𝑖 + 𝑝 𝑗

(3)

Equations 3 compute the progress 𝑝𝑖 and 𝑝 𝑗 for client𝑖
and client𝑗 as the ratio of the current iteration to the total
target iterations. They also describe the fusion weights𝑤𝑓𝑖
and 𝑤𝑓𝑗 used by clients 𝑖 and 𝑗 , respectively, with 𝑤𝑓0 rep-
resenting the initial fusion weight. The fusion weights of
the two clients are complementary and sum to𝑤𝑓0. When
both clients have similar progress, the fusion weight is ap-
proximately half of𝑤𝑓0. It decreases toward zero when peer
client has minimal progress and approaches𝑤𝑓0 when the
peer client’s progress is much higher. This allows the peer
client to influence aggregation based on its progress. If more
than one peer (e.g., 𝐾) communicates simultaneously with
the client, the fusion weight for each peer(𝑤𝑓𝑖 𝑗 ) is computed
based on the sum of the progress of all peers (Σ𝑘=𝐾

𝑘=1 𝑝𝑘 ) and
the client’s progress(𝑝𝑖 ). The updated weights are then com-
puted by combining all the peers’ inter-client gradients(𝑔𝑖 𝑗 ),
as described in equation 4.
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Figure 3. Pareto optimal analysis of accuracy and communi-
cation cost

𝑤𝑓𝑖 𝑗 =𝑤𝑓0 ×
𝑝 𝑗

𝑝𝑖 + Σ𝑘=𝐾
𝑘=1 𝑝𝑘

𝑊𝑖,𝑎𝑔𝑔 =𝑊𝑖 − Σ 𝑗=𝐾
𝑗=1𝑤𝑓𝑖 𝑗 × 𝑔𝑖 𝑗

(4)

4 Evaluation
We evaluate our methodology on widely used FL settings
with CIFAR-10 and CIFAR-100 [28], using the ResNet-18
architecture [29]. The dataset is partitioned into the standard
training, testing, and validation subsets, with the training set
evenly divided into K partitions, where 𝐾 is the number of
clients. Accuracy is computed on a common, unseen testing
set for consistency across clients. We compare our algorithm
with FedAVG and FedSGD [1].

4.1 Parameter fine-tuning
Local training configuration : For local training, we use
the SGD optimizer with momentum = 0.9, weight_decay =

5 × 10−4, and an initial learning rate of 0.01 with a Multi-
StepLR scheduler. For CIFAR-10, milestones occur at 50% and
75% of iterations, with 𝛾 = 0.1; for CIFAR-100, milestones
are at 30%, 60%, and 80%, with 𝛾 = 0.2. A batch size of 32 is
used for all three FL algorithms.

Federated Learning parameters tuning :We define the
target total communication cost via Pareto-optimal analysis
and parameter tuning for each algorithm on CIFAR-10. The
results are shown in Figure 3, where total communication
cost represents the number of update messages exchanged
during federated training. Additionally, we perform central-
ized training on both the total and partitioned datasets, us-
ing 1

5 and
1
10 of the dataset for 5 and 10 clients, respectively.

Average accuracy across splits is calculated, simulating inde-
pendent client training without inter-client communication.
The analysis shows that higher communication costs en-

hance accuracy by enabling more frequent updates and im-
proved knowledge sharing. A communication cost limit of
100, 000 is selected, where our scheme outperformed central-
ized training on split datasets reaching 91.6% compared to
88.23% of centralized training on 1

5 split and 85.75% compared
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Figure 4. Analysis of accuracy over𝑤𝑓0 values

to 83.45% of 1
10 split. Notably, FedAVG (86.8% and 80.14%) and

FedSGD (80.69% and 66.84%) achieve lower accuracy and do
not surpass the centralized training results for corresponding
splits in the tested range of total communications(≤ 100, 000).

In our approach, the total number of clients that commu-
nicate at the end of each round is 𝐾 × 2

𝐾
= 2 (§3.4), with P2P

(direct) communication, resulting in 2 × 1 = 2 exchanged
updates per round. In contrast, FedAVG requires all K clients
to exchange updates with the server at each round, and simi-
larly in FedSGD. For both, the exchanged updates per round
are 2 × 𝐾 . The number of rounds is given by 𝑡𝑜𝑡𝑎𝑙_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠

𝑙𝑜𝑐𝑎𝑙_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 .
Centralized training consists of 250,000 total iterations, a

configuration replicated in both our approach and FedAVG.
To control the communication cost, the number of local iter-
ations per round was adjusted for both methods. In contrast,
FedSGD, with fixed local iterations of 1 [1], regulates com-
munication cost by adjusting total iterations. To meet the
100, 000 communication constraint, we set 5 and 25 local
iterations for our approach and FedAVG with 𝐾 = 5 clients,
and 5 and 50 for 𝐾 = 10. For FedSGD, we use 10, 000 and
5, 000 total iterations for 5 and 10 clients, respectively.

We also, tested several initial values for the fusion weight
(𝑤𝑓0), ranging from 0 (no peer contribution) to 2 (total model
transformation when 𝑝𝑖 = 𝑝 𝑗 ), including 1 (averaging if
𝑝𝑖 = 𝑝 𝑗 ). Figure 4 shows experiments on CIFAR10 with𝐾 = 5
clients for different𝑤𝑓0 values. The optimal value is𝑤𝑓0 = 1,
as expected with i.i.d. distributions, and was used in our
experiments. For more complex distributions, this parameter
can be fine-tuned through Pareto-optimal analysis.

4.2 Comparison with traditional FL approaches
In this section, we compare our scheme with FedAVG and
FedSGD. To ensure fairness, identical configurations are used
for local training across all algorithms. A communication
cost limit of 100, 000 is imposed for all experiments. Ad-
ditionally, we use similar clients that started training
simultaneously, though our scheme is capable of operating
in heterogeneous conditions.
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Figure 6. Accuracy and Communication cost : 10 clients -
Cifar10.

Figures 5 and 6 show experimental results on CIFAR-10
for 5 and 10 clients, respectively. In both cases, ours aver-
age(green line) and individual client accuracies (gray lines)
outperform FedAVG(red line) and FedSGD(purple line). In
the 5-client scenario, our scheme achieves 91.6%, surpassing
FedAVG (86.8%) and FedSGD (80.7%). In the 10-client sce-
nario, ours reaches 85.8%, while FedAVG and FedSGD score
80.1% and 66.8%, respectively. These results highlight our
scheme’s superior communication efficiency.
At the bottom of each figure, a bar plot shows communi-

cations for each method. While total communications are
equal across methods (100, 000), the average communications
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Figure 7. Learning curves of heterogeneous clients

per iteration (ACPI), calculated as 𝑡𝑜𝑡𝑎𝑙_𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠
𝑡𝑜𝑡𝑎𝑙_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 , is the

same for our approach and FedAVG (0.2 and 0.4 for 5/10
clients) but differs for FedSGD (10, 20 respectively).

Table 1. Comparison of Federated Learning Approaches

Dataset Clients Com. Cost Ours(%) FedAVG(%) FedSGD(%)
Cifar10 5 100, 000 91.6 86.8 80.69
Cifar10 5 20, 000 81.53 73.34 57.06
Cifar10 5 5, 000 61.15 54 38.2
Cifar10 10 100, 000 85.76 80.14 66.84
Cifar10 10 20, 000 70.6 60.87 39.45
Cifar100 5 100, 000 68.05 58.05 41.53
Cifar100 5 20, 000 45.4 30.88 15.6

Cifar100 10 100, 000 57.05 40.77 19.34
Cifar100 10 20, 000 28.96 15.9 7.3

Table 1 presents results for both Cifar10/100 with 5/10
clients across communication levels from 100,000 (extensive
communication) to 5,000 (limited). Ours consistently out-
performs others, achieving 4.8 − 16.3% higher accuracy than
FedAVG and 10.9 − 37.7% higher than FedSGD. As commu-
nication constraints tighten, only ours mitigates accuracy
drops by distributing communication more efficiently with
the ADM 6 . On CIFAR-100, FedAVG and FedSGD some-
times drop to ≤ 20% accuracy. While they perform well on
CIFAR-10/100, constrained communications hinder knowl-
edge sharing. With an unlimited communication budget,
these algorithms could achieve higher accuracy.

4.3 Heterogeneous Clients Environment
Finally, we conduct a controlled experiment with two clients:
a fast client which performs frequent local updates due to
higher computational power and a slow client, which up-
dates less frequently and remains in an earlier convergence
phase. We implement the experiment on our algorithmwith
a fixed value (1) on the fusion weight𝑤𝑓 , reffed as naive
aggregation. Also, the experiment is conducted on our pro-
posed algorithm with the progress based adaptive fu-
sion weight. Figure 7 presents the accuracy over time for
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both clients. On the left plot, naive aggregation causes the
slow client’s lower accuracy to negatively impact the fast
client, resulting in an accuracy drop of nearly 19%, while the
slow client improves by only 2.5%. However, employing our
proposed heterogeneity-aware aggregation strategy (§ 3.5)
significantly mitigates this issue (right plot), reducing the
fast client’s accuracy loss to only 1.3%, while the slow client
benefits from a 7.7% improvement.

5 Conclusion
We introduce an asynchronous P2P FL scheme with a novel
aggregation protocol. This protocol leverages inter-client
gradients and dynamically adjusts a fusion weight based on
client progress, addressing communication and computation
heterogeneity. Experiments on CIFAR-10/100 show that our
scheme outperforms FedAvg and FedSGD in accuracy while
effectively handles heterogeneous clients.
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