
Practical Federated Learning without a Server

Rishi Sharma

EPFL

In collaboration with Akash Dhasade, Anne-Marie Kermarrec, 
Erick Lavoie, Johan Pouwelse, and Martijn de Vos.

March 31st, 2025



Thinking,
Web Search,
Deep Research,
Agents.

2



3~50 TBs

~200 PBs

Siloed 

data

Public 

data

~1 ZBs

~ 1M PBs



Collaborative Machine Learning

Shared model 

architecture

Private data

4



Federated Learning 5

Train 

locally

Upload

Aggregate 

&

Send back



Federated Learning 6

Global view

Infra. cost



Decentralized Learning 7

Train 

locally

Multicast

Receive 

&

Aggregate

                       

        



Decentralized Learning 8

                       

        

Scalable

Low Infra. Cost



What FL Brings? 9
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10Best of Both Worlds?



Plexus: FL Without a Server 11
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12Decentralized Peer Sampling
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1000 nodes; CIFAR-10; IID;

FL in Decentralized!

Results: Convergence
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FL in Decentralized!

Results: Communication
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Plexus – Practical Federated Learning 
without a Server
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rishi.sharma@epfl.ch

rishi-s8.github.io

➢ Best of both worlds

➢ Contributions:

➢ Emulating the server in 

decentralized settings

➢ Future work:

➢ Nodes leaving and joining

➢ Load balancing

➢ Asynchronous learning

mailto:rishi.sharma@epfl.ch
https://rishisharma.netlify.app/
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Federated in Decentralized? 20
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Decentralized Learning
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Diablo: A Benchmark Suite for Blockchains 20x

Communication Stragglers

https://gramoli.github.io/pubs/Eurosys23-Diablo.pdf

	Slide 1: Practical Federated Learning without a Server
	Slide 2: Thinking, Web Search, Deep Research, Agents.
	Slide 3
	Slide 4: Collaborative Machine Learning
	Slide 5: Federated Learning
	Slide 6: Federated Learning
	Slide 7: Decentralized Learning
	Slide 8: Decentralized Learning
	Slide 9: What FL Brings?
	Slide 10: Best of Both Worlds?
	Slide 11: Plexus: FL Without a Server
	Slide 12: Decentralized Peer Sampling
	Slide 13: Aggregator Selection
	Slide 14: Aggregate & Push
	Slide 15: Results: Convergence
	Slide 16: Results: Communication
	Slide 17: Plexus – Practical Federated Learning without a Server
	Slide 18: Backup Slides
	Slide 19: Collaborative Machine Learning
	Slide 20: Federated in Decentralized?
	Slide 22: Decentralized Learning
	Slide 23: Decentralized Learning
	Slide 24: Decentralized Learning
	Slide 26: Communication Stragglers

