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Motivation

Big Tech’s recommender systems determine what we see, read, believe, and vote. 

We aim to offer a decentralized alternative.


Specifically, we focus on the problem of decentralized ranking of search results.
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Related Work
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• Existing decentralized ranking algorithms are based on heuristics, often taking into account


• Term-based metrics (e.g., BM25)


• Resource availability (seeders)


• Resource demand (leechers)


• Freshness of a document


• Collaborative filtering
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Learning-to-Rank and the Design of DART
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• Plenty of metrics to describe the relationship between 
query and document


• Problem: It is not obvious how they predict relevance


• Solution: Let a ML model learn from empirical data

List of documents (search results)

Document-Query feature vector
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Learning-to-Rank and the Design of DART

Result list Relevance 
scores

Order results according to 
corresponding relevance score.

We employ a context-aware ranker based on a transformer encoder with self-attention.
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Tribler Software

7

Tribler is a decentralized file-sharing system based on the BitTorrent protocol with integrated 
search and anonymized filesharing. It has over 40k active users per month.

Search query

Documents
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Dataset of Clicklogs
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We compile a dataset of 9k clicklogs from search activities observed in the Tribler network.


Clicklog: 
• User ID

• Search query

• Clicked document

• List of documents

• Timestamp

Document: 
• Document ID

• Title

• Tags

• Seeders

• Leechers

• Size

• Creation Time

• Ranked Position
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Decentralized System Model
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Experiment #1: Ranking Performance
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We split the entire dataset into context and test set (90:10).

MRR = ∑
clicklog

1
rank of relevant document

Evaluation Metric:
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Experiment #2: Impact of Context Size on Performance
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We gradually increase the context size and sample 100 clicklogs from the remaining dataset as 
test set. 
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Experiment #3: Decentralized Network Simulation
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We simulate performance on a 90% split of user’s personal clicklogs (with respect to 
chronology) after training on the total collective of clicklogs in the network.
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Conclusion
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• Decentralization of any algorithm is challenging and decentralized relevance ranking is a 
known difficult problem


• We believe that AI may underpin the revival of the P2P movement as Big Tech further gains 
dominance


• With DART, we established a new baseline for decentralized relevance ranking 

• In future work, we want to focus on scalability, privacy, attack-resilience
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Thank you for your attention!
Marcel Gregoriadis


