Mange the Workloads, not the Cluster: Designing a %
Control Plane for Large-Scale Al Cluster

LLM online services are booming Power usage is increasing
60

- Meta, OpenAl, Microsoft are building clusters with

10,000 GPUs
Inference traffic accounts > 90% portion of GPU usage
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Highly dynamic traffic pattern

- The request arrival rate fluctuates
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Mange the Workloads, not the Cluster: Designing a gé
Control Plane for Large-Scale Al Cluster

- Allocate resources as an entire GPU Long Requests Short Requests

- Resources are tightly coupled with each other
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Learn more in our poster!



