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Databases can be very slow
Nearest neighbor problem is hard!

‣ On a ~20M vector dataset (PubMed)


‣ … approximate search is ~20 milliseconds 


‣ … exact search is ~4s!


‣ … and query similarities are unexploited
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Proposition: Add a cache
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Proposition: Add an approximate cache
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Caching algorithm 
…in more detail
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We get a few tweakable parameters:

‣ Cache capacity

‣ Cache tolerance

‣ Eviction policy




Evaluation

‣ We test on typical RAG dataset:  
PubMed (23M vectors)


‣ Database is FAISS-Flat


‣ LLaMA 3.1 8B Instruct model
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Input traces
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LLMCACHE

???‣ Finding traces for execution is difficult,  
so we generate traces from a real dataset


‣ PubMedQA (500 medical questions)


‣ Prepend introduction to the question,  
randomize order



Evaluation metrics
… comparing against no-cache RAG

‣ The cache will influence the accuracy of the LLM


‣ The cache will influence the retrieval time of the database


‣ Retrieval time is a direct function of the hit rate
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Hit rate (%)
wrt. capacity (y) & tolerance (x) (darker is better)
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Retrieval latency (ms)
wrt. capacity (y) & tolerance (x) (darker is better)
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Accuracy (%)
wrt. capacity (y) & tolerance (x) (darker is better)

13

10

50

100

300

200



Conclusion

‣ Approximate caching mitigates the main issue of RAG databases


‣ Average retrieval latency dramatically improves


‣ Accuracy does not have to be sacrificed
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