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Beyond Test-Time Compute Strategies: 

Advocating Energy-per-Token in LLM Inference

Is it worth to use reasoning strategies on Small Language Models ?

High energy cost for accuracy improvements in certain categories!

If possible (enough memory) bigger sized models offer a better energy - accuracy trade-off!

MMLU

BASELINE: Llama 1B 
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Same Size LLM differ in their

energy efficiency! 

Takeaway:

Query-Routing for more efficient AI deployment between reasoning based and non-reasoning based LLMs! 
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