May the Memory Be With You: Efficient & Infinitely

Challenge

* LLMs excel at natural language tasks but
iInherently lack mechanisms for persistent
state management (models are essentially
‘read-only’).

* Lack of persistent state management ==
low personalization and adaptive
interactions

* Modern solutions and their issues

Updatable State for LLMs
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Vision

« Transform LLMs into stateful, adaptive
systems with low computational
overhead to overcome the limitations of
existing methods.

 Address core problem of effective
retention, retrieval, and management of
contextual knowledge (state) in Al
systems that rely on LLMs.

Key ldea

Hierarchical state management inspired
by LSM trees (LLMs as lossy
compressed databases)

Combine RAG with Low Rank
Adaptation for efficient memory updates

Store accumulated state in retrieval
system and periodically train
corresponding lightweight LoRA
adapters which are loaded dynamically
for response generation



System Architecture

User Query

“Suggest a hotel and activities for my upcoming trip,
preferably near the Eiffel Tower.”

Stateful LLM
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Knowledge Base

Trip dates: April 1 to April 7, 2025
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Adapter Manager

Travel Cultural Activities
Budget < 5300 Art galleries
Focus on quality and Museums
location
4-star minimum
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Response

“Suggestions for your trip to Paris from April 1-April 7, 2025:

- Stay at Pullman Paris Tour Eiffel, a 4-star hotel, for 5290 per night.
- Visit the Musée du Quai Branly and the Rodin Museum.

- Guided food tour in the Latin Quarter and dine at Le Jules Verne.
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Results
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